**Supplementary method: metrics for evidence assessment**

(i) Summary estimates

We used the DL estimator for random-effects, since this is the usual default choice that has been used in previous meta-analyses and we wanted our estimates to be consistent with the existing literature. However, we should note that DL may tend to underestimate the 95% CI, especially when few studies are available and other methods and adjustments have been proposed in these cases (1).

(ii) Statistical significance and sample size

We used the following thresholds of statistical significance and sample size in the evidence classification: (a) Convincing (class I)/ Highly suggestive (class II): *P*<10-6 and more than 1,000 cases having the event of interest (or more than 20,000 participants for continuous outcomes); (b) Suggestive (class III): p-value <10-3 and more than 1,000 cases (or more than 20,000 participants for continuous outcomes); (c) Weak (class IV): *P*<0.05 and no restriction in relation to number of cases. These cut-offs are operational and the criteria should not be seen as absolute rules. A p-value of <10-6 corresponds to a Bayes factor (BF) of >25000 and a p-value of <10-3 corresponds to a BF of >50 (2). The BF provides a numerical value that quantifies how well the null hypothesis (H0) predicts the empirical data when compared to a competing hypothesis (H1). Therefore, a BF >50 indicates that the empirical data is 50 times more probable if H₁ were true than if H₀ were true and corresponds to a p-value of 0.001. Categorization of BF into levels of evidence indicates that a BF>50 suggests strong evidence against the null hypothesis, whereas a BF>25000 suggests very strong evidence (3, 4).

For sample size, the cut-offs are arbitrary. There has been evidence indicating that even with these very stringent p-values, false positive findings cannot be excluded (5). In addition, effect sizes tend to be inflated and false-positives are more common in smaller studies and with more limited evidence (6). Therefore, this set of cut-offs for the statistical significance and sample size were adopted to evaluate the credibility of these associations.

(iii) Heterogeneity among studies

The I2 metric (ranging from 0-100%) measures the ratio of true heterogeneity to total observed variation, and has been widely used to assess cross-study heterogeneity. The detailed method of calculating the I2 has been described elsewhere (7). Only meta-analyses with I2<50% were eligible to be classified as convincing (given that they also satisfied all the other criteria for class I evidence classification).

(iv) 95% prediction interval (PI)

This metric predicts the range of effect size that would be expected in a new original study, after accounting for both the heterogeneity among individual studies and the uncertainty of the summary effect as estimated in the random-effects model. The detailed method for calculating a prediction interval has been described in detail in previous publications (8). Only meta-analyses with a 95% prediction interval that excluded the null were eligible to be classified as convincing (given that they also satisfied all the other criteria for class I evidence classification).

(v) Small study effects

By using the Egger’s regression asymmetry test, we investigated if small studies tend to give larger estimates of effect size than large studies (significance threshold *P*<0.10) (9). Harbord et al. proposed a modified version of the Egger test for small-study effects in meta-analysis of controlled trials with binary endpoints (10). This test performed well in simulations of trials with little or no heterogeneity. The authors, in their summary, suggested that this modified Egger test had type I or II error rates lower than the Macaskill test but close to the original Egger test (11). Furthermore, the authors did not recommend the use of this test in meta-analyses of observational studies where there might be large imbalance in the group sizes and they also did not recommend if for trials with continuous outcomes. Therefore, we decided to use the original Egger test for analysis and only meta-analyses with no evidence of small study effects (*P*>0.10) were eligible to be classified as convincing (given that they also satisfied all the other criteria for class I evidence classification).

(vi) Excess significance

This test assesses if the observed number of studies with significant results is greater than the expected number (12). The observed number of studies with significant results was the number of component studies included in the meta-analysis with a statistically significant DL estimator (*P*<0.05) calculated in our study. The expected number of studies with significant findings was calculated by using the sum of statistical power estimated for each component study in the meta-analysis. To calculate the statistical power, we first assumed the effect size of the largest component study (with smallest variance) to be the best estimate of the true effect size, considering the fact that the random-effects estimate could be biased when selective reporting bias is present (13). The sample size and number of events were extracted from each component study. With a type I error of 0.05, we then estimated the *post hoc* statistical power for each component study of binary or time-to-event outcome using the approach described in previous publications (14). For continuous outcomes, the mean difference (MD) was first standardized and then transformed to odds ratio. To assess the difference between observed and expected number of studies with significant results, A χ2 test was conducted based on the statistic A = [(O−E)2/E+(O−E)2/(n−E)] (n: the total number of included studies; O: observed number of studies with significant results; E: expected number of studies with significant results). The detailed description of the excess significance test and statistical module (STATA) could be found at: http://www.dhe.med.uoi.gr/images/oldsite/software.html. This test has demonstrated limited power when few studies with observed significant results, and therefore, a lenient p-value threshold (*P*<0.10) is chosen (2). Only meta-analyses with no excess significance were eligible to be classified as convincing (given that they also satisfied all the other criteria for class I evidence classification).
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