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Supplementary Files

• A read.me file explaining the full supplementary information contents;

• A csv file listing all molecules considered with relevant information (e.g. SMILES code,
boiling point);

• A csv file with tabulated frequencies (cm−1) and intensities (km mole−1) including the em-
pirical formula and SMILES code for each molecule, the mode to which the frequency and
intensity belongs to, and the mode kind (i.e. fundamental, scaled fundamental, overtone or
combination band);

• A csv file containing the force constants for fundamental frequencies for the 250 molecules
with GVPT2 anharmonic data available;

• A zip file with individual folders for each molecules named by molecular formulae and
SMILES codes. Within each folder there is all RASCALL, CQC-H1 and where available
CQC-A1 quantum chemistry data for the molecule, along with the raw Gaussian output files
and links to all other known spectral data sources.

Appendix A: Anharmonic Calculations

A1: Theory Background

Vibrational frequency and intensity calculations in quantum chemistry are mainly performed within
the so-called double harmonic approximation, where the potential energy and the dipole moment
are assumed to be quadratic and linear in the normal mode coordinates, respectively [54]. This

S1



approximation is particularly appealing in quantum chemistry due to its computational ease and
affordable scaling with larger systems, thus it has become a valuable tool in the interpretation of
experimental vibrational spectra. However, there are two major drawbacks to the double harmonic
approximation that limit its performance. Firstly, harmonic frequency calculations tend to sys-
tematically overestimate experimental frequencies and secondly, the selection rules that govern the
harmonic approximation allow only the prediction of fundamental frequencies, neglecting overtones
and combination bands. Multiplicative scaling factors can be applied to the calculated frequencies
to match experimental values [51, 32, 40, 1, 38, ?, 29]. However, this approach only provides
improvements in the frequencies’ positions without considering their respective intensities, and it
has no effect on the neglected overtones and combination bands.

To obtain computationally-derived vibrational spectra in better agreement with experimental data,
anharmonicity must be explicitly considered in the calculations. Variational approaches like the
Vibrational Self-consistent Field (VSCF) [17, 34, 20, 16, 18, 49, 43] or Vibrational Configuration
Interaction (VCI) [21, 18, 52] theories can be used to this end, yet they are often limited by the
molecular size and memory requirements. Instead, Vibrational Second-order Perturbation Theory
(VPT2; [41]), has gained popularity in this matter as it represents a good compromise between
accuracy and computational cost for medium-to-large sized molecules [10, 30, 28, 35, 9]. In the
context of VPT2, the vibrational Hamiltonian is divided into unperturbed (H0) and perturbative
terms (H1 and H2), where the former corresponds to the common harmonic Hamiltonian and the
perturbative terms incorporate third and semi-diagonal fourth derivatives to the potential energy,
respectively (the second perturbative term H2 also includes a kinetic contribution from the vi-
brational angular momentum) [46]. The perturbative processing of this Hamiltonian results in a
handful of simple and general formulas that can be used to calculate the vibrational frequencies for
fundamentals, overtones and combination bands [5, 13]. In a similar fashion, equations for the cal-
culation of vibrational intensities are also derived under the VPT2 framework by considering both
mechanical and electrical (higher-order derivatives of the dipole moment function) anharmonicity
[55, 56, 6, 12, 13].

The analytical expressions for calculating both frequencies and intensities allow the simple and
straightforward computation of more realistic vibrational spectra. However, a critical limitation
arises when resonances or near-degenerate states appear [42, 2]. These states in most cases lead to
nearly vanishing denominators in the VPT2 working equations, thus resulting in nonphysical values
for the calculated frequencies and intensities. Vibrational energies are more commonly affected by
type I (ωi ≈ 2ωj) and II (ωi ≈ ωj +ωk) Fermi resonances (FR), whereas vibrational intensities are
plagued with both Fermi-type and the so-called Darling-Denninson resonances (DDR) (ωi ≈ ωj)
[22, 12, 15]. Several approaches have been proposed to deal with resonance states and here we aim
to provide a general description of those most commonly used.

The first and most common approach is the so-called deperturbed VPT2 (DVPT2) method which
consists on the identification and removal of resonance states from the perturbative formulation.
As the resonance terms are completely disregarded from the calculations, the DVPT2 method is
unable to provide a complete picture of the vibrational nature underlying systems plagued with
resonance states. This drawback is overcome by the Generalised VPT2 (GVPT2) [5, 45] method
where the identified resonance states are treated separately through variational calculations and
latter reintroduced as off-diagonal terms in the computations. In both cases (DVPT2 and GVPT2)
the resonant terms are identified via two consecutive tests: a frequency difference threshold (∆ω)
followed by the Martin test [39] to evaluate the deviation between the VPT2 result and a model
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variational calculation (K). Taking a different approach, the calculations can also be performed
under the Degeneracy-corrected Second-order perturbation theory (DCPT2) method where all
possible resonant terms are replaced by non-divergent expressions [37]. This method allows to
compute vibrational frequencies without further concerns for resonant terms in the perturbative
formulation, but struggles when strong couplings between low- and high-frequency vibrations occur
[14, 15]. As an alternative, Blonio and co-workers developed the Hybrid-degeneracy Corrected
VPT2 (HDCPT2) method that mixes both standard VPT2 and DCPT2 frameworks to calculate
anharmonic vibrational frequencies [14]. Using a transition function, the method is able to identify
those states that would be better treated under a VPT2 formulation and, likewise, those with the
DCPT2 method. These VPT2 variants (currently coded in the Gaussian package) are mostly based
on the conventional Rayleigh-Schrödiner perturbation theory allowing simple algebraic equations
for the anharmonic frequencies and intensities. However, alternative significant work dealing with
resonance states in VPT2 has also been performed recently, considering Van Vleck perturbation
theory instead [36, 48].

Despite the advantages provided by the aforementioned VPT2 flavours, there are some consider-
ations that are worth mentioning. Though default values have been defined for the appropriate
identification of resonant states in the DVPT2 and GVTP2 methods, in most cases, it is recom-
mended to assign these values based on the specific molecular system under study. This limita-
tion clearly hinders any high-throughput calculation of vibrational spectra as defining appropriate
thresholds becomes impractical when assessing hundreds of molecules at once. Instead, one could
make use of the HDCPT2 method that performs similarly to GVPT2, with the advantage of a
threshold-free formulation. However, the current version of HDCPT2 only allows the calculation
of vibrational frequencies and the extension to vibrational intensities is still under study [14]. We
thus use GVPT2 in our calculations.

Finally, it is important to note that, due to their perturbative nature, though all VPT2 approaches
generally perform well for semi-rigid molecules, there are substantial errors when dealing with large-
amplitude vibrations, torsion and inversion modes, in the presence of double-well potentials and
when considering floppy molecules [7, 11, 28, 46, 45].

A2: Further Computational Details

For the CQC-A1 approach, the GVPT2 method was used as it allows a general treatment of
resonance states affecting both frequencies and intensities. These resonant states were identified
using the following default thresholds:

∆1−2
ω = 200 cm−1; K1−2 = 1 cm−1

∆2−2
ω = 100 cm−1; K2−2 = 10 cm−1

∆1−1
ω = 100 cm−1; K1−1 = 10 cm−1

Where the 1 − 2 superscript corresponds to Fermi-type resonances and both 2 − 2 and 1 − 1
represent Darling-Denninson resonances. The cubic and semidiagonal quartic derivatives of the
potential were obtained by numerical differentiation of the analytic second derivatives, with the
default 0.01 Å step.
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Figure S1: Ratio between the scaled harmonic (SH) and GVPT2 anharmonic (Anh) frequencies
as a function of the scaled harmonic frequencies (left panel) and force constants (right panel) for
250 molecules, highlighting problematic modes due to large amplitude vibrations (LAMs) in our
data. Both y axes are given in logarithmic scale.

A3: Discussion of Anomolous Anharmonic Results

Figure S1 shows the ratio between the scaled harmonic (SH) and anharmonic fundamental fre-
quencies (Anh) as a function of frequency (left panel) and force constant (right panel). Generally,
this ratio is very close to 1, i.e. the harmonic and anharmonic calculations have very similar pre-
dictions. However, within our data, there are two cases where the calculations differ substantially:
(1) many low-frequency transitions with small force constants have very large differences (up to a
factor of 50) between the harmonic and anharmonic frequency predictions and (2) the P-H stretch
frequencies are in many molecules 200-700 cm−1 or more higher in the anharmonic compared to
the harmonic calculations. In summary, the first issue is well-known for large amplitude vibrations
(LAMs) and is an inherent limitation of perturbative approaches, while the second issue is far
more concerning and can be traced back to deficiencies in the density functional.

The first issue, i.e. large scaled harmonic-anharmonic frequency (SH/Anh) differences for transi-
tions with small force constants, is well known. The small force constants are characteristic of large
amplitude vibration (LAMs) which are motions that occur along very flat areas of the potential
energy surface. GVPT2 anharmonic frequencies for large amplitude vibrations (LAMs) can greatly
differ from the scaled harmonic ones, due to the unsatisfactory performance of perturbation theory
in these cases [7, 11, 28, 46, 45]. Under the assumption that perturbation theory fails when the
correction is too large, we have chosen to flag anharmonic calculations as problematic due to LAM
all frequencies with SH/Anh ratio < 0.8 and SH/Anh ratio > 1.2 that also have a small force
constant < 1 aJ amu−1 Å−2.

The second issue, large SH/Anh ratios for P-H stretches, is more unusual. The prototypical exam-
ple is PH3, with results shown in Figure S2 for the harmonic, anharmonic, RASCALL and reference
ExoMol spectra for PH3. For the P-H stretch signal (near 2,360 cm−1), the scaled harmonic and
anharmonic calculations differ by over 1,000 cm−1, with the scaled harmonic calculations seen as
reliable by comparison to the ExoMol and RASCALL data sources. The highly symmetric nature
of PH3 causes intrinsic degeneracies that results in unreliable vibrational frequencies and intensi-
ties. Some improvement can be obtained by formally lowering the symmetry in the calculations
(NoSymm option in Gaussian), as seen in Figure S2 comparing the results from the ωB97X-D -
GVPT2 (black) and ωB97X-D - GVPT2 - NoSymm (green) calculations. However, unacceptably
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Figure S2: Comparison of the ExoMol, RASCALL, scaled harmonic and GVPT2 anharmonic
frequencies for phosphine. A demonstration of the limitations present in the GVPT2 procedure
for highly symmetric systems.
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large errors still occur of 100s of cm−1, and the harmonic calculations are far superior (compared
to experimental data). Further, similar very large P-H anharmonic stretch frequencies were found
in many unsymmetric molecules; for example, the CH5OP isomer with SMILES code OCP, exhib-
ited differences of 405 and 467 cm−1 between the scaled harmonic and anharmonic P-H stretch
frequencies as calculated by ωB97X-D/def2-SVPD. Therefore, the use of NoSymm is helpful but
not sufficient for resolving the issue of large SH/Anh ratios for P-H stretches.

We considered neglected resonances as a possible cause for large SH/Anh ratios for P-H stretches,
but our tests showed that deuterating one of the hydrogens in the CH5OP isomer (which should
alter the resonance patterns) did not remove these errors.

Recent results from [8] (published subsequent to our calculations) suggested that the density
functional might be the issue; this benchmark study covered ten small molecules and found that
the ωB97X-D functional can yield unstable anharmonic vibrational frequencies, potentially due
to an inappropriate calculation of higher-order derivatives of the potential energy. Our CH5OP
isomer output files showed warnings for large cubic and quartic force constants. We confirmed the
culpability of the functional through tests of HF/def2-SVPD and PW6B95/def2-SVPD calculations
for the PH3 and CH5OP isomer that did not show the very large scaled harmonic-anharmonic
shifts observed with ωB97X-D. Therefore, we conclude that a different choice of functional is
required for reliable anharmonic calculations, despite the very good performance of ωB97X-D for
general chemistry (e.g. [27, 61]). We defer detailed consideration of alternative functionals with
anharmonic methods to a future publications in order to enable detailed comparison to experiment
for a large number of molecules.

However, new density functionals are unlikely to enable the accurate anharmonic treatment of
large amplitude modes, for which the harmonic approximation is not a sufficiently accurate ap-
proximation for perturbative treatments to be reliable; more expensive variational approaches like
VCI are likely to be required. In automated high-throughput approach, the most practical solu-
tion is probably the identification of problematic transitions through flags, as described above. We
will undertake future investigations that explicitly compare predicted harmonic and anharmonic
computed frequencies against experimental data for a large number of molecules. This will enable
us to improve this flagging process as well as develop methods to automatically identify likely
problematic molecules.

Appendix B: Reaction Network Modelling

Significant work has gone into detailed kinetic models of the chemical reaction networks in the
Earth’s atmosphere. GEOS-Chem [53] and the Master Chemical Mechanism (MCM) [47] are two
large scale chemistry focused models, with the MCM aiming to be a ‘near-explicit’ mechanism:
modelling 6,500+ chemical species and 17,000+ reactions. This reaction network is developed from
the explicit representation of the degradation of 143 volatile organic compounds (VOCs), with
pre-defined rules of chemical reactivity following an initiation reaction (e.g. oxidation, ozonolysis,
photolysis), generating the vast number of reactions that need to be represented [50]. Not all
species represented in the atmospheric models have well-known behaviour, and these less well
understood species are propagated through the reaction network until they form end-products
whose chemistry is known (e.g. CO, ROH species).

The aim of making atmospheric models comprehensive is complicated by a combinatorial explo-
sion of possible species and minor reaction channels. To remedy the overabundance of VOCs
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to be modelled, a process known as ‘lumping’ is used [59, 60], where only species with branch-
ing fractions >5% are explicitly represented [33], and a generic intermediate is used to represent
all molecules that ultimately form similar products. A fundamental challenge of modelling the
Earth’s atmospheric chemistry is therefore the reduction of model complexity, so the models are
computationally tractable and can be used for simulation.

On Earth, field campaigns and lab-based measurements can more easily acquire relevant exper-
imental data, in contrast to the data needed for exoplanet atmospheres. Nevertheless, due to
the diversity of VOCs known and predicted, Earth’s atmospheric models are increasingly relying
on theoretical methods to fill out missing experimental data. A review of how theory, and its
interplay with experiment, has advanced our understanding of Earth’s atmospheric reactions net-
works is provided in [58], with practical examples given in [57]. In Appendix C, various theoretical
kinetics methods for predicting reaction rates are outlined briefly.

Exoplanetary atmospheres will be far more diverse, with hot gas giants a particular current focus as
these will be the first exoplanet atmospheres to be characterised as they are easiest to observe. The
reaction networks are generally more limited, but are appropriate for a wider range of physical
conditions and temperatures. [19, 31] provide good introductions to exoplanetary atmosphere
modelling.

Appendix C: Kinetic Rates

Prediction of molecular reaction rates is usually more challenging both experimentally and compu-
tationally than thermochemistry, with accuracies within an order of magnitude for rates generally
considered very good. Molecular reaction rates can be determined using transition state theory
(TST) [44]. The foundations of TST was the insight by [23] that the transition state represents a
dividing surface that minimises the reactive flux between reactants and products. The transition
state is a first order saddle point: the point of maximum energy (i.e. bond strain) along the min-
imum energy reaction pathway. Standard TST rates can be calculated for bimolecular reactions
from the activation energy, and partition functions of the TS and the reactants. Unimolecular
reaction rates can be calculated by Rice-Ramsperger-Kassel-Marcus (RRKM) theory, where the
reaction rate at a given energy is the ratio of the density of (vibrational) states at the minimum
energy well and at the TS [24]. The vibrational states are usually treated as coupled harmonic
oscillators with fast intramolecular vibrational energy redistribution between them.

Where a reaction is barrierless along the minimum energy pathway, i.e. does not have an activation
energy, modifications to TST are required. An example of barrierless reactions are radical-radical
recombination reactions, which combine with no barrier, or conversely, dissociation of a closed-
shell molecule into two radicals. These barrierless reactions are often important to photochemistry
and atmospheric chemistry. In barrierless reactions, a variational approach (VTST) is used to
determine a dividing surface along the reaction coordinate that minimises the reactive flux by
maximising the Gibbs free energy through consideration of the entropy changes of the reactants [3].
For reactions with a “loose” transition state, the variable reaction coordinate (VRC-TST) approach
can be used to determine the dividing surface more flexibly, through use of optimised pivot points
between the reacting fragments [25]. Several codes are available with different methodologies for
calculating barrierless reaction rate constants, including: MultiWell (VTST) [4], Polyrate (VRC-
TST) [62], and MESMER where the inverse Laplace transform approach is used when high pressure
limit data are available [26].
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Theoretical rate constants can often deviate by one or two orders of magnitude from experiment,
but provide mechanistic insight and are generally more suitable to model a particular reaction than
a “surrogate” experimental reaction rate from an analogous system. Theoretical kinetics therefore
provides an important pathway to supplement reaction networks with estimates of reaction rates
whenever experimental data are missing or difficult to obtain.
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