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Supplementary	Material	

Bayesian	connective	field	model	

The	following	description	is	adapted	from	Invernizzi	et	al.	(2020).	

Based	on	the	CF	definition	used	in	the	standard	approach		(Haak	et	al.	2013b),	a	linear	spatiotemporal	

model	and	a	2D	symmetric	Gaussian	connective	field	model	(2)	are	used	to	create	a	predicted	time	serie	

(𝑝(𝑡))	which	is	fitted	to	the	time	series	𝑦(𝑡)of	a	target	location	(1)	.		

𝑦(𝑡) 	= 𝑝(𝑡)𝛽	 + 	𝜀	 	 					(1)	

𝑔(𝑣) = 	𝑒𝑥𝑝 − [𝐷(𝑣, 𝑣4)5	/	2𝜎5]					(2)	

𝑝(𝑡) 	= [: 𝑎(𝑣, 𝑡) ∗ 𝑔(𝑣)]	 							(3)	

Where	the	predicted	fMRI	signal	𝑝(𝑡)	is	obtained	by	the	overlap	between	the	CF	model	𝑔(𝑣)	and	the	

neuronal	population	inputs	𝑎(𝑣, 𝑡),	that	are	defined	as	the	BOLD	time	series	(converted	to	percent	signal	

change)	for	voxels	(𝑣)	(see	eq.	3).	In	equation	1,	𝛽	defines	the	effect	size	and	𝜖	is	the	error	term.		

The	2D	symmetric	Gaussian	CF	model	of	voxel	(𝑣),	𝑔(𝑣)	is	defined	based	on	the	shortest	three-

dimensional	distance	𝐷(𝑣, 𝑣4)	between	a	voxel	(𝑣)	and	the	proposed	CF	center	(𝑣4)	on	a	triangular	mesh	

representation	and	𝜎,	which	defines	the	width	of	the	CF.	𝐷	is	computed	using	Dijkstra’s	algorithm	while	𝜎	

is	constrained	to	the	range	[𝑟4	𝑟]	using	a	latent	variable	𝑙@(Zeidman	et	al.	2018).	A	flat	prior	is	assumed	for	

𝜎.	Therefore,	the	prior	for	the	latent	variable	𝑙@ 	is	defined	as	a	normal	distribution	𝑁 0,1 (see	equation	

4).	As	explained	in	Zeidman	et	al.(Zeidman	et	al.	2018),	each	latent	variable	is	assigned	to	a	prior	

distribution	that	represents	our	beliefs	for	that	CF	parameter,	before	the	model	fitting.		

𝜎 = 𝑟 − 𝑟4 ∗ 𝑁𝐶𝐷𝐹 𝑙@, 0,1 + 𝑟4	 (4)	

Where𝑟is	the	maximum	radius	and	𝑟4is	the	smallest	allowed	radius	for	the	CF	width	-	that	can	be	an	

arbitrarily	small	non-zero	number,	which	here	were	set	to	10.5°	and	0.01°,	respectively.	𝑁𝐶𝐷𝐹indicates	
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the	normal	cumulative	distribution	function.	

The	MCMC	is	an	iterative	sampling	approach.	During	each	iteration	the	parameters	for	a	new	CF	are	set	

and	the	fit	is	compared	against	the	current	one.	A	new	location	will	be	selected	using	the	distance	to	the	

current	position	(𝑑FGHHIJK).	Based	on	the	distance	matrix	(D),	the	maximum	step	(𝑚𝑠	)	possible	in	the	

source	region	was	defined	as	half	the	maximal	distance	from	the	the	current	position	(𝑑FGHHIJK)	(5).	

Latent	variable	𝑙N,	is	randomly	drawn	from	a	normal	distribution	N(0,1)	which	results	in	a	flat	prior	for	the	

step	size	(𝑠𝑡𝑒𝑝)	between	0	and	the	maximum	step	[0	𝑚𝑠]	(5,	6).	The	updated	sampling	position	

(𝑣4	OHPOPNQR)	is	defined	as	that	position	for	which	the	distance	to	the	current	position	is	as	close	as	

possible	to	𝑠𝑡𝑒𝑝.	If	multiple	locations	are	found,	only	one	is	drawn	randomly.		

	 	 	 	 	 𝑚𝑠	 = 	𝑚𝑎𝑥	(𝑑FGHHIJK)	/	2	 	 (5)	

𝑠𝑡𝑒𝑝 = 𝑚𝑠 ∗ 𝑁𝐶𝐷𝐹(𝑙N, 0,1) 		 (6)	

Note	that	for	the	first	iteration	the	CF	center	(𝑣4)	was	randomly	selected	from	the	source	region.	

Simultaneous	with	an	updated	sample	location,	an	updated	width	for	the	CF	is	calculated.	The	𝑙@	OHPOPNQR 		

is	drawn	from	a	gaussian	distribution	centered	around	the	current	value	with	a	width	𝑤OHPOPNQR 	(7).	

	𝑙@	OHPOPNQR = 𝑁(𝑙@, 𝑤OHPOPNQR)				(7)	

The	effect	size	(𝛽)	is	estimated	in	parallel	to	the	other	CF	parameters	and	constrained	to	be	positive	

(Zeidman	et	al.	2018)	using	the	following	equation:			

𝛽 = 𝑒𝑥𝑝(𝑙T)	(8)	

A	latent	variable	𝑙T 	was	defined	with	a	prior	distribution	𝑁 −2,5 	and	the	next𝛽value	was	controlled	by	

𝑙T	OHPOPNQR(9).		

𝑙T	OHPOPNQR = 𝑁(𝑙T, 𝑤OHPOPNQR)(9)	

In	this	study,	the	initial	values	of	𝑙@, 𝑙Tand	𝑤OHPOPNQR	were	set	to	1	,	-5	and	2,	respectively.	



	

-	3	-	

	At	each	iteration	of	the	MCMC,	the	updated	CF	parameters	(𝜎, 𝛽)	were	estimated	using	the	following	

steps.	First	a	predicted	fMRI	signal	𝑝(𝑡)	is	generated	from	the	source	region	using	eq	2.	Note	that	𝑔(𝑡)	

was	scaled	to	ensure	that	the	total	area	under	the	gaussian,	as	calculated	across	the	full	source	region,	

was	equal	to	one.	Second,	the	error	per	time	point	𝑒Kbetween	the	measured	fMRI	signal	(𝑦(𝑡))	and	the	

predicted	fMRI	signal	𝑝 𝑡 	was	calculated.	𝑒Kis	calculated	via	subtraction	of	the	predicted	signal	𝑝(𝑡)	from	

the	measured	fMRI	signal.	Then,	the	log-likelihood	𝐿K	associated	with	𝑒K	was	estimated	using	equation	

(10).	We	assumed	that	𝑒K	follows	a	standard	normal	distribution:	N(0,1).	After	estimating	the	mean	and	

standard	deviation	of	𝜖	(	µe	and		se	)	we	calculated	the	maximum	likelihood	estimates	(𝑀𝐿𝐸,	eq.	11	).	

𝐿K = 𝑙𝑜𝑔(𝑁(− 𝑒K ,µZ,sZ)	 	 (10)	

𝑀𝐿𝐸[ 	= 	 𝐿KK + 𝑙𝑜𝑔(𝑁(𝑙@, 0,1)) + 𝑙𝑜𝑔(𝑁(𝑙T, −2,5))	 (11)	

At	this	point,	MLE	of	the	proposal	iteration	is	compared	to	the	last	accepted	(current)	sample	based	on	

an	Accepted	ratio	score	𝐴𝑟	(12).		

𝐴𝑟	 = 𝑒𝑥𝑝	(𝑀𝐿𝐸K	OHPOPNQR	 − 𝑀𝐿𝐸K	FGHHIJK	)		(12)	

𝐴𝑟was	compared	to	a	pseudo-random	acceptance	score	defined	as	a	normal	distribution	𝑁 0,1 	and	only	

if	the	𝐴𝑟	was	higher,	the	respective	latent	variables	were	updated.	Based	on	the	accepted	𝑙@,	𝑙N	and	𝑙T 	

values,	a	new	CF	was	defined	and	a	new	MCMC	iteration	took	place.	 	
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Supplementary	Figures	

To	check	the	possible	influence	of	the	ICA-AROMA	denoised	procedure,	the	same	quantification	analysis	

was	computed	on	non-denoised	RS	data.	Similar	maps	(Figure	1S)	and	correlation	values	(Table	1S)	were	

observed	indicating	that	the	ICA-AROMA	denoised	procedure	on	RS-fMRI	data	did	not	influence	the	final	

CF	outcomes.		
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Figure	1S.		Visualization	of	CF	maps	of	non-denoised	and	denoised	RS	data	for	a	single	subject.	From	left	to	right:	
eccentricity,	polar	angle	and	CF	size.	Panel	A	corresponds	to	VFM	derived	estimates.	It	is	reported	to	serve	as	reference	
for	estimates	obtained	using	RS	data.	Panels	B	and	D	show	CF	parameters	for	each	RS	run	before	applying	ICA-AROMA	
denoising	procedure.	While	panels	C	and	E	show	CF	estimates	for	RS1	and	RS2	after	applying	the	denoised	procedure.		
	
	

	

Table	1S.	Correlation	between	non-denoised	and	denoised	CF	maps	obtained	from	RS	data	at	group	level.	To	
estimate	and	compare	the	level	of	agreement	between	not-denoised	and	denoised	CF	maps	that	were	obtained	from	RS1	
and	RS2	scans	by	using	the	standard	CF	model,	we	computed	the	Pearson’s	correlations	for	the	eccentricity	(rho)	and	the	
circular	correlation	for	the	polar	angle	(theta)	parameters.	In	order	to	compute	the	correlation	scores,	eccentricity	and	
polar	angle	parameters	were	estimated	at	single	subject	level	and	then	concatenated	across	all	participants.		
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Figure	2S.	Comparison	of	thresholding	approaches	on	a	single	subject	level	in	V1>V2	area	using	RS1	data.		
In	Panel	A,	the	relation	between	VE	and	the	beta	parameter	is	presented	for	all	the	voxels	(orange	diamonds)	and	only	for	
the	ones	surviving	the	95%	CI	FWE	beta-threshold	(blue	dots).	The	standard	VE	threshold	is	not	applied	but	indicated	by	
a	black	dotted	line.	In	Panel	B,	the	relation	between	VE	and	the	uncertainty	associated	with	beta	is	presented.	
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Figure	3S.	Connective	field	size	as	a	function	of	pRF	eccentricity	for	RS	scans.	For	standard	and	Bayesian	CF	models,	
eccentricity	was	binned	in	intervals	of	1	deg	and	a	linear	fit	was	applied.	The	CF	size	was	initially	weighted	with	variance	
explained	higher	than	0.15.	Each	dot	and	triangle	indicate	the	mean	of	the	CF	size	for	each	bin.	While	the	dashed	lines	
correspond	to	the	95%	bootstrap	confidence	interval	of	the	linear	fit.	In	Panel	A,	CF	models	were	applied	to	RS1	scan	
while,	in	panel	B	to	RS2	scan.		
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Table	2S.		Within-subject	variability	of	CF	parameter	estimates.	For	standard	and	Bayesian	CF	models,	we	estimated	
the	coefficient	of	variation	to	evaluate	the	within-subject	reproducibility	of	eccentricity	and	polar	angle	estimates	for	
both	RS	scans.	The	coefficient	of	variation	is	reported	for	each	visual	area	and	for	each	participant.		
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Figure	4S.	Evaluation	of	different	VE	thresholds	on	ICC.	In	order	to	evaluate	a	viable	VE	threshold	applied	on	the	test-
retest	analysis,	we	evaluate	the	influence	of	using	five	different	%	of	strongest	activated	voxels	based	on	VE	(1%,	5%,	
10%,	25%	and	50%)	on	the	final	ICC	(r)	across	ROIs	(Panels	A,	B,	C,	D	and	E).	Each	participant	is	represented	by	a	colored	
lines.	
	


