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Participants
The participants were offered no financial compensation for their participation. However, they were informed about the option to ask for feedback on their performance in the study.
Design and procedure
The telephone interview began with questions related to the practical aspects of participation, such as whether the participant had computer and Internet access at home and whether they felt they had an adequate amount of computer experience and enough time to be able to complete the computer testing at home. The participants were instructed to complete the online testing sessions on different weekdays to avoid tiredness. The participants were, however, free to choose the days and the times for the sessions. 
Statistical analyses
Specification of model and evaluation of fit. For model estimation with all CFA and MIMIC analyses, we used the maximum likelihood robust (MLR) technique. This refers to the way the specified latent variable loadings are estimated, based on the covariance matrix. MLR estimation was chosen, as it adjusts for non-normality (Muthén & Muthén, 2012). This was deemed the best option for our data, as our sample size is on the smaller side from a SEM perspective and as some variables were bordering on the skewness and kurtosis limits set for SEM. For model fit evaluation, we used the Chi square and multiple fit indices: the standardized root mean-squared residual (SRMR), the root mean-square error approximation (RMSEA), Bentler’s comparative fit index (CFI), and the Tucker-Lewis index (TLI). The Chi square assesses the magnitude of discrepancy between the sample and fitted covariance matrices (Hu & Bentler, 1999). The approximate cut-off values for a relatively good fit are more than .95 for both CFI and TLI. SRMR and RMSEA, on the other hand, are absolute fit indices, which measure how well a model reproduces the sample data. In other words, the fit of the proposed model is degree of departure from the perfect fit of 0. The approximate cut-off values for a relatively good fit are less than .08 for SRMR and less than .06 for RMSEA.
Analysis procedure. The data was screened for extreme outliers, and values three times the interquartile range, further above the 3rd quartile, or below the 1st quartile were deleted. All 26 alternative WM factor models included three factors: continuous monitoring, updating, and maintenance (see Supplementary Table 1 for structure of the models), but the consistency of the factors varied between the models. The continuous monitoring factor was fixed so that it always consisted of the four n-back variables (NB-d 1-back and 2-back, NB-c 1-back and 2-back). The updating factor always included at least the two selective updating tasks (SUS, SUD). The maintenance factor always included at least the two simple span tasks (FSS-d, FSS-c). However, as we speculated that the three remaining tasks (M2S, AWM, and RM) set demand for both updating and maintenance, we were unsure as to which of these two categories they would better fit, if either. Therefore, we created alternative models for all the possible combinations. This means that all of these tests (M2S, AWM, and RM) could be added into one of these two open factors (updating or maintenance), or that one or two tests could be added into one factor and zero to two tests into the other factor. 
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