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APPENDIX A: PING SET-UP: SUB-CRITICAL HOPF

In the PING set-up with only recurrent excitation (i.e. with J (ee) 6= 0, J (ii) = 0 and J (ie) = J (ei) 6= 0),

it is possible to observe the emergence of COs also via a sub-critical Hopf bifurcation, by using H(e) as

control parameter, as shown in Fig. 1 (a). This is due to the nature of the Hopf bifurcation that can be

modified by simply varying the value of H(i). In this case we observe three regimes: an asynchronous one

for H(e) < H
(e)
SN ; an oscillatory one for H(e) > H

(e)
c and a bistable one in the range [H

(e)
SN : H

(e)
c ]. The

frequency of the COs ν(e) is always in the γ-range with a minimal value ≃ 36 Hz achievable at the Hopf

bifurcation, see the inset of Fig. 1 (a).

If we consider the unforced system with H(e) < H
(e)
SN and we apply a θ-forcing, we observe PAC

oscillations. However when considering v(e), the COs are now asymmetric with respect to the maximum

of the stimulation current I(e) = Iθ(t) (see Fig. 1 (b)). This effect is even more pronounced by observing

the wavelet spectrogram reported in Fig. 1 (c), where a clear PFC is also observable. The asymmetry in the

onset of the gamma oscillations is clearly visible in the continuous wavelet transform obtained from the

experimental data and reported in Fig. 4G in (Butler et al., 2016). This asymmetry can be explained in an

adiabatic framework by considering the corresponding bifurcation diagram shown in Fig. 1 (a). Indeed for

the sub-critical Hopf, the COs will emerge for Iθ > [H
(e)
c −H(e)], but they will disappear for a different

value of the forcing, namely Iθ < [H
(e)
SN − H(e)]. Instead, for a super-critical, Hopf the emergence and

disappearence of the oscillations will occur at the same forcing amplitude, namely Iθ = [H
(e)
c −H(e)].

APPENDIX B: DIFFERENT PING SET-UPS

In the main text we have considered a unique configuration giving rise to COs via the PING mechanism:

namely, two cross coupled inhibitory and excitatory populations with recurrent excitation and no recurrent

inhibition (i.e. J (ee) 6= 0 and J (ii) = 0). However, other network configurations can give rise to PING

induced oscillatory regimes. In particular, we have observed such oscillations with only cross-couplings

in the absence of recurrent excitation and inhibition (i.e. J (ee) = J (ii) = 0), as well as in the presence
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Figure 1. (PING set-up: subcritical Hopf) (a) Bifurcation diagram of the neural mass model of the

average membrane potential v(e) as a function of H(e). The black continuous (dashed) line identifies
the stable (unstable) fixed point. The red lines denote the maxima and minima of the limit cycles. The

subcritical Hopf bifurcation occurs at H
(e)
c ≃ 7.8 while the saddle-node of limit cycles occurs at H

(e)
SN =

5.8. In the inset the COs’ frequency ν(e) is displayed as a function of H(e). (b) From top to bottom:
raster plot where green (blue) dots refer to excitatory (inhibitory) neurons in a network of 10000 neurons;

average membrane potentials v(i) and v(e) as obtained by the evolution of the neural mass models and

forcing current I(e) for H(e) = −5 < H
(e)
SN and νθ = 5 Hz. (c) Continuous wavelet transform over a

single θ cycle for v(e) with system setting as in (b). The remaining system parameters are J (ee) = 8, J (ii) = 
0, J (ie) = J (ei) = 10, H(i) = −8.0 and the size of the excitatory (inhibitory) network is N (e) = 5000 (N (i) 

= 5000) of recurrent inhibition only (i.e. J (ee) = 0 and J (ii) 6= 0). In the following we refer to the former 
configuration as PING0 set-up, while the latter configuration with recurrent inhibition is identified as 
PINGI set-up. In both configurations the neural mass reproduces the emergence of γ oscillations via a 
super-critical Hopf bifurcation for increasing values of H(e), as shown in Figs. 2 (a) and (b). Indeed the 
frequencies of the COs are in the range [26 : 63.5] Hz ([29.1 : 53.9] Hz) for PING0 (PINGI ) set-up. In both 
configurations the corresponding bifurcation, as a function of the parameter H(i), is sub-critical and COs 
disappear for sufficiently positive values of H(i), analogously to what is reported in the main text for the 
PING set-up with only recurrent excitation. It should be stressed that the standard Wilson-Cowan neural 
mass model gives rise to COs only in the presence of a recurrent excitation (Wilson and Cowan, 1972), 
thus being unable to reproduce the spiking network dynamics (Dumont and Gutkin, 2019).

In the presence of an external θ-forcing with νθ = 5 Hz, we clearly observe θ-nested γ-oscillations, as 
shown in the raster plots reported in Figs. 2 (top rows of panels (b) and (d)). These oscillations are phase 
amplitude modulated from the forcing, as it results to be evident from the shape of the mean membrane 
potentials V (e) and V (i) reported in the middle rows of Figs. 2 (c) and (d).
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Figure 2. (Different PING set-ups) Bifurcation diagram for the neural mass model versus H(e), for

the PING0 (a) and PINGI (b) set-ups for H(i) = −0.5. The corresponding insets show the bifurcation

diagrams as a function of H(i), for H(e) = 10. θ-nested γ oscillations emerging in the PING0 (c) and
PINGI (d) configurations for I0 = 20 and νθ = 5 Hz. From top to bottom the raster plot where green
(blue) dots refer to excitatory (inhibitory) neurons in a network of 10000 neurons; the average membrane

potentials v(i) and v(e) as obtained by the evolution of the neural mass models and the forcing currents

I(e). Parameters for the PING0 set-up are Jee = Jii = 0, while for PINGI are Jee = 0 and Jii = 8. In

both cases Jie = Jei = 10 and H(i) = −0.5. In the corresponding insets we set H(e) = 10. The size of

the excitatory (inhibitory) network shown in panels (c), (d) is N (e) = 5000 (N (i) = 5000).
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