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[bookmark: _GoBack]		In this supplementary material, we report the comparative data analysis results of the proposed “sigFeature” algorithm and three existing feature selection algorithms ( e.g. “SVM-RFE”, “SVM-T-RFE” and  “SVM-BT-RFE”) on six publicly available different types of cancer microarray data sets such as: squamous cell carcinoma (GSE2280, Feb 19, 2005) (The results are included in the main article), breast cancer (GSE3744, Feb 09, 2006), brain cancer  (GSE4290, Apr 10, 2006), lung cancer (GSE7670, Aug 30, 2007), oral cancer (GSE25099, Sep 01, 2011), ovarian cancer (GSE26712, Jan 20, 2011).
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2. GSE3744 dataset
2.1. Bootstrap plot of the sample set
[image: ]
Figure 2.1: Bootstrap distribution plot and Normal Q-Q plot for the dataset GSE3744. We used 40 bootstraps (with replacement) with 90% of the total samples (GSE3744) to randomize the array of sub-samples.


2.2. Stability of the selected features
[image: ]
Figure 2.2.1: Kuncheva index plot for the data set GSE3744. The stability of the features are measured based on complete linear aggregation methods for different feature selection algorithms. We used 40 bootstraps (with replacement) and eliminated E=1% features. 

[image: ]
Figure 2.2.2: Histogram plots for pair wise stability comparison of the features. Distribution plots of the pairwise stabilities for the data set GSE3744 where different algorithms produce the feature lists. In each iteration of the algorithms, we used 40 bootstraps, eliminated E = 1% features, used a signature size of 10% and selected the CLA aggregation model.
2.3. Classification performance result 
[image: ]
Figure 2.3.1: 3D representation of cost, gamma and classification accuracy. The Cost and gamma values are selected to determine the best performance in the classification of features selected (top one thousand features by CLA) by different selection algorithms.
[image: ]
Figure 2.3.2: 10-fold external cross-validation error plot. The classification performances of the top features are shown here which are selected by different feature selection algorithms. We used 40 bootstraps and eliminated E=1% features.

2.4. Differentially significant features 
[image: ]
Figure 2.4.1: Histogram plots of unadjusted p-values. The comparison of the average unadjusted p-values are shown, which are calculated individually using the top one thousand features between classes. The list of features is made using 40 bootstrap sub-sets where the feature selection algorithms remove E = 1% features at each iteration.
[image: ]
Figure 2.4.2: Histogram plots of unadjusted p-values (using top 1000 robust features). The comparison of unadjusted p-values are shown, which are calculated by using top one thousand features (from the robust feature list) individually between the classes.
3. GSE4290 dataset
3.1. Bootstrap plot of the sample set
[image: ]
Figure 3.1: Bootstrap distribution plot and Normal Q-Q plot for the dataset GSE4290. We used 40 bootstraps (with replacement) with 90% of the total samples (GSE4290) to randomize the array of sub-samples

3.2. Stability of the selected features
[image: ]
Figure 3.2.1: Kuncheva index plot for the data set GSE4290. The stability of the features are measured based on complete linear aggregation methods for different feature selection algorithms. We used 40 bootstraps (with replacement) and eliminated E=1% features.
[image: ]
Figure 3.2.2: Histogram plots for pair wise stability comparison of the features. Distribution plots of the pairwise stabilities for the data set GSE4290 where different algorithms produce the feature lists. In each iteration of the algorithms, we used 40 bootstraps, eliminated E = 1% features, used a signature size of 10% and selected the CLA aggregation model.
3.3. Classification performance result 
[image: ]
Figure 3.3.1: 3D representation of cost, gamma and classification accuracy. The Cost and gamma values are selected to determine the best performance in the classification of features selected (top one thousand features by CLA) by different selection algorithms.

[image: ]
Figure 3.3.2: 10-fold external cross-validation error plot. The classification performances of the top features are shown here which are selected by different feature selection algorithms. We used 40 bootstraps and eliminated E=1% features.
3.4. Differentially significant features 
[image: ]
Figure 3.4.1: Histogram plots of unadjusted p-values. The comparison of the average unadjusted p-values are shown, which are calculated individually using the top one thousand features between classes. The list of features is made using 40 bootstrap sub-sets where the feature selection algorithms remove E = 1% features at each iteration.
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Figure 3.4.2: Histogram plots of unadjusted p-values (using top 1000 robust features). The comparison of unadjusted p-values are shown, which are calculated by using top one thousand features (from the robust feature list) individually between the classes.
4. GSE7670 dataset
4.1. Bootstrap plot of the sample set
[image: ]
Figure 4.1: Bootstrap distribution plot and Normal Q-Q plot for the dataset GSE7670. We used 40 bootstraps (with replacement) with 90% of the total samples (GSE7670) to randomize the array of sub-samples.


4.2. Stability of the selected features
[image: ]
Figure 4.2.1: Kuncheva index plot for the data set GSE7670. The stability of the features are measured based on complete linear aggregation methods for different feature selection algorithms. We used 40 bootstraps (with replacement) and eliminated E=1% features.


[image: ]
Figure 4.2.2: Histogram plots for pair wise stability comparison of the features. Distribution plots of the pairwise stabilities for the data set GSE7670 where different algorithms produce the feature lists. In each iteration of the algorithms, we used 40 bootstraps, eliminated E = 1% features, used a signature size of 10% and selected the CLA aggregation model.
4.3. Classification performance result 
[image: ]
Figure 4.3.1: 3D representation of cost, gamma and classification accuracy. The Cost and gamma values are selected to determine the best performance in the classification of features selected (top one thousand features by CLA) by different selection algorithms.
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Figure 4.3.2: 10-fold external cross-validation error plot. The classification performances of the top features are shown here which are selected by different feature selection algorithms. We used 40 bootstraps and eliminated E=1% features.

4.4. Differentially significant features 
[image: ]
Figure 4.4.1: Histogram plots of unadjusted p-values. The comparison of the average unadjusted p-values are shown, which are calculated individually using the top one thousand features between classes. The list of features is made using 40 bootstrap sub-sets where the feature selection algorithms remove E = 1% features at each iteration.
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Figure 4.4.2: Histogram plots of unadjusted p-values (using top 1000 robust features). The comparison of unadjusted p-values are shown, which are calculated by using top one thousand features (from the robust feature list) individually between the classes.
5. GSE25099 dataset
5.1. Bootstrap plot of the sample set
[image: ]
Figure 5.1: Bootstrap distribution plot and Normal Q-Q plot for the dataset GSE25099. We used 40 bootstraps (with replacement) with 90% of the total samples (GSE25099) to randomize the array of sub-samples.

5.2. Stability of the selected features
[image: ]
Figure 5.2.1: Kuncheva index plot for the data set GSE25099. The stability of the features are measured based on complete linear aggregation methods for different feature selection algorithms. We used 40 bootstraps (with replacement) and eliminated E=1% features.

[image: ]
Figure 5.2.2: Histogram plots for pair wise stability comparison of the features. Distribution plots of the pairwise stabilities for the data set GSE25099 where different algorithms produce the feature lists. In each iteration of the algorithms, we used 40 bootstraps, eliminated E = 1% features, used a signature size of 10% and selected the CLA aggregation model.
5.3. Classification performance result 
[image: ]
Figure 5.3.1: 3D representation of cost, gamma and classification accuracy. The Cost and gamma values are selected to determine the best performance in the classification of features selected (top one thousand features by CLA) by different selection algorithms.
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Figure 5.3.2: 10-fold external cross-validation error plot. The classification performances of the top features are shown here which are selected by different feature selection algorithms. We used 40 bootstraps and eliminated E=1% features.

5.4. Differentially significant features 
[image: ]
Figure 5.4.1: Histogram plots of unadjusted p-values. The comparison of the average unadjusted p-values are shown, which are calculated individually using the top one thousand features between classes. The list of features is made using 40 bootstrap sub-sets where the feature selection algorithms remove E = 1% features at each iteration.
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Figure 5.4.2: Histogram plots of unadjusted p-values (using top 1000 robust features). The comparison of unadjusted p-values are shown, which are calculated by using top one thousand features (from the robust feature list) individually between the classes.
6. GSE26712 dataset
6.1. Bootstrap plot of the sample set
[image: ]
Figure 6.1: Bootstrap distribution plot and Normal Q-Q plot for the dataset GSE26712. We used 40 bootstraps (with replacement) with 90% of the total samples (GSE26712) to randomize the array of sub-samples.

6.2. Stability of the selected features
[image: ]
Figure 6.2.1: Kuncheva index plot for the data set GSE26712. The stability of the features are measured based on complete linear aggregation methods for different feature selection algorithms. We used 40 bootstraps (with replacement) and eliminated E=1% features.

[image: ]
Figure 6.2.2: Histogram plots for pair wise stability comparison of the features. Distribution plots of the pairwise stabilities for the data set GSE26712 where different algorithms produce the feature lists. In each iteration of the algorithms, we used 40 bootstraps, eliminated E = 1% features, used a signature size of 10% and selected the CLA aggregation model.
6.3. Classification performance result 
[image: ]
Figure 6.3.1: 3D representation of cost, gamma and classification accuracy. The Cost and gamma values are selected to determine the best performance in the classification of features selected (top one thousand features by CLA) by different selection algorithms.
[image: ]
Figure 6.3.2: 10-fold external cross-validation error plot. The classification performances of the top features are shown here which are selected by different feature selection algorithms. We used 40 bootstraps and eliminated E=1% features.

6.4. Differentially significant features 
[image: ]
Figure 6.4.1: Histogram plots of unadjusted p-values. The comparison of the average unadjusted p-values are shown, which are calculated individually using the top one thousand features between classes. The list of features is made using 40 bootstrap sub-sets where the feature selection algorithms remove E = 1% features at each iteration.
[image: ]
Figure 6.4.2: Histogram plots of unadjusted p-values (using top 1000 robust features). The comparison of unadjusted p-values are shown, which are calculated by using top one thousand features (from the robust feature list) individually between the classes.
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