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In this supplementary material, we summarize the main working principle of four different feature selection algorithms such as SVM-RFE, SVM-T-RFE and SVM-BT-RFE which are used in this analysis. All the feature selection algorithms are based on support vector machine (SVM) which are used for selecting features for binary classification. A detailed description of those algorithms is given in this section.

# 2.2.1 Support Vector Machine-Recursive Feature Elimination (SVM-RFE)

In 2002 Guyon, et al. ([Guyon, et al., 2002](#_ENREF_2)) introduced a feature selection method known as support vector machine recursive feature elimination (SVM-RFE) for classification of cancer. In the literature, it is accepted that the feature ranking coefficients can be used as classifier weights. The most informative features are those which correspond to the largest weight. Thus a sequential backward feature elimination procedure is used by SVM-RFE for selecting the feature with the smallest weight that is subsequently stored into a stack. This iteration process is continued until the last feature variable remains.
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|  |  |  |
| --- | --- | --- |
|  |  | (2) |

The equation (2) is described by the Optimal Brain Damage (OBD) algorithm, ([LeCun, et al., 1990](#_ENREF_3)). The equation (3) estimates the change in objective function originated by eliminating a given feature by expanding the objective function (*J*) using Taylor series to second order:

|  |  |  |
| --- | --- | --- |
|  |  | (3) |

At the most appropriate of *J*, the first-order term can be disregarded, and equation (3) changes to:

|  |  |  |
| --- | --- | --- |
|  |  | (4) |

Here *J(i)* is the value of *J* after the *i*th feature is eliminated (by setting the corresponding weight to 0), the equation changes into:

|  |  |  |
| --- | --- | --- |
|  |  | (5) |
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# 2.2.2 SVM-T-RFE

Another extended version of the “SVM-RFE” algorithm was introduced by ([Li, et al., 2012](#_ENREF_4)) named as “SVM-T-RFE” for recognizing metastasis-related features (genes) in colorectal cancer using gene expression profiles. In this algorithm, two different methods e.g.; statistical t-test, and “SVM-RFE” algorithm is incorporated. The statistical t-test is well known for identifying the differentially expressed features (genes) between two samples in gene expression data. In this algorithm, two sample Welch's t-test is conducted which is calculated as given below.

|  |  |  |
| --- | --- | --- |
|  |  | (6) |

Where the size of sample 1 and sample 2 are ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA10BAAACAIgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gAQAAlQEAAAUAAAAJAgAAAAIFAAAAFAKTAcEAHAAAAPsCR/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIzTGQDYlB11gAEhdTobZlUEAAAALQEAAAkAAAAyCgAAAAABAAAAMXlyAQUAAAAUAkABOwAcAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AjNMZANiUHXWAASF1OhtmVQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG55gAKIAAAAJgYPAAUBQXBwc01GQ0MBAN4AAADeAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDbgADABsAAAsBAAIAiDEAAAEBAAAAMgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAFU6G2ZVAAAKADgAigEAAAAAAAAAAPjdGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA) and ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AEBCQAAAABwXgEACQAAA10BAAACAIgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAYABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9AAQAAlQEAAAUAAAAJAgAAAAIFAAAAFAKTAdYAHAAAAPsCR/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIzTGQDYlB11gAEhdTobZvcEAAAALQEAAAkAAAAyCgAAAAABAAAAMnlyAQUAAAAUAkABOwAcAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AjNMZANiUHXWAASF1Ohtm9wQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAG55gAKIAAAAJgYPAAUBQXBwc01GQ0MBAN4AAADeAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDbgADABsAAAsBAAIAiDIAAAEBAAAAlAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAPc6G2b3AAAKADgAigEAAAAAAAAAAPjdGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA), the means of the sample1 and sample 2 are ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AEBCQAAAACQXgEACQAAA4EBAAAEAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8gAQAAlQEAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAncASgAFAAAAEwJ3AOoABQAAAAkCAAAAAgUAAAAUApMBwQAcAAAA+wJH/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AjNMZANiUHXWAASF1ORtmNQQAAAAtAQEACQAAADIKAAAAAAEAAAAxeXIBBQAAABQCQAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCM0xkA2JQddYABIXU5G2Y1BAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAeHmAAooAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQADABsAAAsBAAIAiDEAAAEBAAAAAQoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAA5G2Y1AAAKADgAigEAAAAA//////jdGQAEAAAALQEDAAQAAADwAQIAAwAAAAAA)and![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AEBCQAAAABwXgEACQAAA4EBAAAEAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAYABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9AAQAAlQEAAAgAAAD6AgAAEAAAAAAAAAIEAAAALQEAAAUAAAAUAncASgAFAAAAEwJ3AOoABQAAAAkCAAAAAgUAAAAUApMB1gAcAAAA+wJH/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AjNMZANiUHXWAASF1Yh9mCgQAAAAtAQEACQAAADIKAAAAAAEAAAAyeXIBBQAAABQCQAFKABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCM0xkA2JQddYABIXViH2YKBAAAAC0BAgAEAAAA8AEBAAkAAAAyCgAAAAABAAAAeHmAAooAAAAmBg8ACQFBcHBzTUZDQwEA4gAAAOIAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAYN4AAYAEQADABsAAAsBAAIAiDIAAAEBAAAAAQoAAAAmBg8ACgD/////AQAAAAAACAAAAPoCAAAAAAAAAAAAAAQAAAAtAQEAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAABiH2YKAAAKADgAigEAAAAA//////jdGQAEAAAALQEDAAQAAADwAQIAAwAAAAAA) and the variance of sample1 and sample 2 are![](data:image/x-wmf;base64,183GmgAAAAAAAIABAAICCQAAAACTXQEACQAAA5IBAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///73///9AAQAAvQEAAAUAAAAJAgAAAAIFAAAAFALQAM8AHAAAAPsCR/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIzTGQDYlB11gAEhdUQfZn0EAAAALQEAAAkAAAAyCgAAAAABAAAAMnlyAQUAAAAUArMBqAAcAAAA+wJH/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AjNMZANiUHXWAASF1RB9mfQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADF5cgEFAAAAFAJgAUAAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIzTGQDYlB11gAEhdUQfZn0EAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzeYACiwAAACYGDwALAUFwcHNNRkNDAQDkAAAA5AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEERXVjbGlkIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3MAAwAdAAALAQACAIgxAAABAAIAiDIAAAAAAHUKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQB9RB9mfQAACgA4AIoBAAAAAAEAAAD43RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)and ![](data:image/x-wmf;base64,183GmgAAAAAAAIABAAICCQAAAACTXQEACQAAA5IBAAACAIsAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///73///9AAQAAvQEAAAUAAAAJAgAAAAIFAAAAFALQAM8AHAAAAPsCR/8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIzTGQDYlB11gAEhdfEfZgUEAAAALQEAAAkAAAAyCgAAAAABAAAAMnlyAQUAAAAUArMBvQAcAAAA+wJH/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4AjNMZANiUHXWAASF18R9mBQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAADJ5cgEFAAAAFAJgAUAAHAAAAPsCwP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIzTGQDYlB11gAEhdfEfZgUEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABzeYACiwAAACYGDwALAUFwcHNNRkNDAQDkAAAA5AAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEERXVjbGlkIEV4dHJhABIACCEPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3MAAwAdAAALAQACAIgyAAABAAIAiDIAAAAAAHUKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAF8R9mBQAACgA4AIoBAAAAAAEAAAD43RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) respectively. In this algorithm, the ranking score of *i*th feature is calculated as follows:

|  |  |  |
| --- | --- | --- |
|  |  | (7) |

Where![](data:image/x-wmf;base64,183GmgAAAAAAAEABoAEECQAAAAD1XgEACQAAAyMBAAACAIAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///83///8AAQAAbQEAAAUAAAAJAgAAAAIFAAAAFAJAARoAHAAAAPsCoP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHX6EgqImFltAMTTPgCPkx91gAEjdSQPZkkEAAAALQEAAAkAAAAyCgAAAAABAAAAcXnAAoAAAAAmBg8A9QBBcHBzTUZDQwEAzgAAAM4AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghH0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIS4A3EAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAJA9mSQAACgA4AIoBAAAAAP////8w3j4ABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)is the parameter influencing the tradeoff between SVM weight value and t-statistic. The features are ranked on the basis of the ranking score and the algorithm is followed backward feature elimination procedure like “SVM-RFE” algorithm. The value of ![](data:image/x-wmf;base64,183GmgAAAAAAACABgAEDCQAAAACyXgEACQAAAyMBAAACAIAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAASABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9X////gAAAAVQEAAAUAAAAJAgAAAAIFAAAAFAIgAR0AHAAAAPsCwP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHXXHwqcqG9WAIzTGQDYlB11gAEhdWIfZksEAAAALQEAAAkAAAAyCgAAAAABAAAAcXmAAoAAAAAmBg8A9QBBcHBzTUZDQwEAzgAAAM4AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIS4A3EAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAYh9mSwAACgA4AIoBAAAAAP/////43RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) lies between 0 and 1. Estimation of ![](data:image/x-wmf;base64,183GmgAAAAAAACABgAEDCQAAAACyXgEACQAAAyMBAAACAIAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAASABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9X////gAAAAVQEAAAUAAAAJAgAAAAIFAAAAFAIgAR0AHAAAAPsCwP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHXJHwrWKHBWAIzTGQDYlB11gAEhdTYfZkUEAAAALQEAAAkAAAAyCgAAAAABAAAAcXmAAoAAAAAmBg8A9QBBcHBzTUZDQwEAzgAAAM4AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIS4A3EAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAANh9mRQAACgA4AIoBAAAAAP/////43RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) is a very cumbersome procedure (not discussed here) and needs big datasets possibly leading to better feature selection.

# 2.2.3 SVM-BT-RFE

The “SVM-BT-RFE” is another feature selection algorithm that is very similar to “SVM-T-RFE” ([Mishra and Mishra, 2015](#_ENREF_5)). The main goal behind the development of this algorithm is to achieve distinct biological facts by mining relevant genes. Instead of the statistical t-test, Bayesian T-test is used in this algorithm. The topmost features that are differentially significant with a p-value of ≤ 0.05 are used as the ranking criterion. The equation is given as below

|  |  |  |
| --- | --- | --- |
|  |  | (8) |

Where ![](data:image/x-wmf;base64,183GmgAAAAAAAIABAAICCQAAAACTXQEACQAAA10BAAACAIgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAoABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9AAQAAtQEAAAUAAAAJAgAAAAIFAAAAFAKTAc8AHAAAAPsCR/8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIzTGQDYlB11gAEhdaEeZs0EAAAALQEAAAkAAAAyCgAAAAABAAAAZ3lyAQUAAAAUAkABJwAcAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AjNMZANiUHXWAASF1oR5mzQQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFR5gAKIAAAAJgYPAAUBQXBwc01GQ0MBAN4AAADeAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDVAADABsAAAsBAAIAg2cAAAEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAM2hHmbNAAAKADgAigEAAAAAAAAAAPjdGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)= p-value of topmost features produced from the Bayesian T-test;![](data:image/x-wmf;base64,183GmgAAAAAAACABgAEDCQAAAACyXgEACQAAAyMBAAACAIAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAASABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///xUAAADgAAAAlQEAAAUAAAAJAgAAAAIFAAAAFALgABMAHAAAAPsCwP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHX3GAq4KHBWAIzTGQDYlB11gAEhdfsfZpkEAAAALQEAAAkAAAAyCgAAAAABAAAAaHmAAoAAAAAmBg8A9QBBcHBzTUZDQwEAzgAAAM4AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIS3A2gAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAA+x9mmQAACgA4AIoBAAAAAP/////43RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)= parametric concurrence between SVM weight and Bayesian T-test score; ![](data:image/x-wmf;base64,183GmgAAAAAAAKAB4AECCQAAAABTXgEACQAAA10BAAACAIgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAaABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAQAAlQEAAAUAAAAJAgAAAAIFAAAAFAKTARcBHAAAAPsCR/8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIzTGQDYlB11gAEhdfMfZiMEAAAALQEAAAkAAAAyCgAAAAABAAAAaXlyAQUAAAAUAkABHQAcAAAA+wLA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AjNMZANiUHXWAASF18x9mIwQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFd5gAKIAAAAJgYPAAUBQXBwc01GQ0MBAN4AAADeAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAEgAIIQ9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDVwADABsAAAsBAAIAg2kAAAEBAAAAMgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtACPzH2YjAAAKADgAigEAAAAAAAAAAPjdGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)= SVM weight vector for the *i*th feature and ![](data:image/x-wmf;base64,183GmgAAAAAAAKAB4AECCQAAAABTXgEACQAAA2ABAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAaABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///9gAQAAlQEAAAUAAAAJAgAAAAIFAAAAFAKTAfkAHAAAAPsCR/8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAIzTGQDYlB11gAEhdTkbZlQEAAAALQEAAAoAAAAyCgAAAAACAAAAdGk0AHIBBQAAABQCQAFFABwAAAD7AsD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgCM0xkA2JQddYABIXU5G2ZUBAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAQmmAAooAAAAmBg8ACgFBcHBzTUZDQwEA4wAAAOMAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINCAAMAGwAACwEAAgCDdAACAINpAAABAQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAFQ5G2ZUAAAKADgAigEAAAAAAAAAAPjdGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)= Bayesian T-test value (p-value) for all *i*th features. In this algorithm, the features are ranked on basis of ranking value and the algorithm follows backward elimination procedure like “SVM-RFE” algorithm. The value of ![](data:image/x-wmf;base64,183GmgAAAAAAACABgAEDCQAAAACyXgEACQAAAyMBAAACAIAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAASABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///xUAAADgAAAAlQEAAAUAAAAJAgAAAAIFAAAAFALgABMAHAAAAPsCwP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHX/HwoMKHBWAIzTGQDYlB11gAEhddofZjIEAAAALQEAAAkAAAAyCgAAAAABAAAAaHmAAoAAAAAmBg8A9QBBcHBzTUZDQwEAzgAAAM4AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIS3A2gAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAA2h9mMgAACgA4AIoBAAAAAP/////43RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) lies between 0 and 1. Determination of![](data:image/x-wmf;base64,183GmgAAAAAAACABgAEDCQAAAACyXgEACQAAAyMBAAACAIAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAASABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///xUAAADgAAAAlQEAAAUAAAAJAgAAAAIFAAAAFALgABMAHAAAAPsCwP4AAAAAAACQAQEAAAEAAgAQU3ltYm9sAHXDHwqm6G9WAIzTGQDYlB11gAEhddsfZvYEAAAALQEAAAkAAAAyCgAAAAABAAAAaHmAAoAAAAAmBg8A9QBBcHBzTUZDQwEAzgAAAM4AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQASAAghD0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBIS3A2gAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAA2x9m9gAACgA4AIoBAAAAAP/////43RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) is again an extremely tedious procedure.
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