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Supplementary Methods  

In this section we describe the data pipeline which allowed us to create the four models described in 

this paper. Each model was produced in as similar manner, based on the methods described in 

Mehltretter et al., 2019.  

We started by defining the dataset for each model. The Combined model was created from our 

combined dataset of 3,222 subjects, with only features common to CO-MED and STAR*D. The CO-

MED alone and STAR*D optimal models were each created using the data from their respective 

studies, using the full feature lists from each study. The STAR*D tested on CO-MED model was 

created using data from STAR*D only, but with the feature set restricted to those common between 

STAR*D and CO-MED; the model trained on the STAR*D data was then tested on CO-MED data, 

which the reader should note acted as the hold-out set for this model.  

Once the dataset for the model in question was defined, training and validation sets were created 

using an 80/20 split. In the combined model, an extra 200 patients were held out for the naïve 

analysis discussed in Mehltretter et al 2019 which is not discussed in this paper. We then sent the 

training data through our feature selection pipeline to produce our feature set for model training. Note 

that because of the 80/20 split, 20% of the data was not used for feature selection and this was the set 

later used for model testing. The feature selection pipeline consists of performing Recursive Feature 

Elimination with cross validation (RFECV) using three folds with a Random Forest Classifier. This 

method produced a subset of features considered the strongest in regards to predicting our target of 

remission. We then used our training set on the subset of features produced from RFECV to assess 
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the stability of those features using Randomized Lasso. This methodology takes random subsets of 

subjects and a random subset of features and runs a feature selection algorithm on that subset and 

selects the top features. It runs this process 200 times and upon completion it calculates the 

percentages a given features was selected as a top feature. We selected the features that were selected 

as top features 75% of the time or more. This resulted in the final feature sets for each model.  Once a 

feature set was produced using our training data and our feature selection pipeline we performed our 

remission prediction analysis.  

To first test the quality of the selected features, we performed a 10 fold cross-validation procedure on 

the whole dataset. This analysis did not produce a final trained model; rather it produced metrics for 

how well our features and model configuration predicted remission over a number of iterations of the 

model. These are the results presented in Table 2, to align with the Chekroud et al., 2016 results. This 

10-fold cross validation process was entirely separate from the next step. We then trained final 

models and tested them on the held-out 20% of data which was held out during feature selection to 

assess performance of a model using the same features on a held out dataset which was not used 

during model training or feature selection (and in the case of the STAR*D tested on CO-MED 

model, these results were tested on the held-out CO-MED study). Model metrics on this hold-out set 

generally agreed with those produced during cross-validation. For the STAR*D optimal model, AUC 

on the 10-fold set and on the 20% hold out set were both essentially 0.7; for the CO-MED alone 

model AUCs for both analyses were essentially 0.8; for the Combined model the AUC’s were 

essentially 0.69 in both analyses. For CO-MED tested on STAR*D, the model had an AUC of 0.7 on 

STAR*D, and between 0.63 and 0.64 AUC on each branch of CO-MED. These results indicate close 

agreement between the k-fold and held-out data tests. As noted, the data was imbalanced between 

remission and non-remission, reflecting clinical realities and the study results, and this extended to 

the randomly selected 20% hold-out sets. For the STAR*D optimal model, 23% of the hold out set 

were remitters; this was 18% for the CO-MED alone model and 25% for the Combined model. For 

the STAR*D tested on CO-MED model, remission rates varied by arm, between 37.7%-38.9%, as 

per the CO-MED study results. Data imbalance with respect to drug assigned was taken into account 

during the differential treatment benefit prediction step by ensuring that held-out data for the naive 

differential analysis reflected the underlying drug distribution, but this analysis is not discussed in 

this paper and is detailed in Mehltretter et. al, 2019. Future work will further consider the influence 

of balancing training, test, and validation sets on multiple variables, such as drug assigned and 

remission.  
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