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## Table S1：Literature search results, *a* represents activation, *r* represents repression.

|  |  |  |  |
| --- | --- | --- | --- |
| *TP53* | *MDM2* | *a* | *[*[*1*](#_ENREF_1)*]* |
| *TP53* | *TP53* | *a* | *[*[*2*](#_ENREF_2)*]* |
| *TP53* | *miR-200* | *a* | *[*[*3*](#_ENREF_3)*]* |
| *MDM2* | *TP53* | *r* | *[*[*4*](#_ENREF_4)*]* |
| *OCT4* | *OCT4* | *a* | *[*[*5*](#_ENREF_5)*]* |
| *OCT4* | *miR-200* | *a* | *[*[*6*](#_ENREF_6)*]* |
| *OCT4* | *miR-145* | *r* | *[*[*7*](#_ENREF_7)*]* |
| *miR-145* | *OCT4* | *r* | *[*[*8*](#_ENREF_8)*]* |
| *miR-145* | *MDM2* | *r* | *[*[*9*](#_ENREF_9)*]* |
| *miR-145* | *ZEB* | *r* | *[*[*10*](#_ENREF_10)*]* |
| *ZEB* | *ZEB* | *a* | *[*[*11*](#_ENREF_11)*,* [*12*](#_ENREF_12)*]* |
| *ZEB* | *miR-200* | *r* | *[*[*13*](#_ENREF_13)*]* |
| *ZEB* | *miR-145* | *r* | *[*[*12*](#_ENREF_12)*]* |
| *miR-200* | *ZEB* | *r* | *[*[*13*](#_ENREF_13)*]* |

In the table, *a* represents the activation regulation, and *r* represents the repression regulation.

## Table S2:Gene functions

|  |  |
| --- | --- |
| **Gene** | **Function** |
| TP53 | Tumor suppressor gene[[14](#_ENREF_14)] |
| MDM2 | Oncogene, tumor suppressor gene[[15](#_ENREF_15)]  |
| ZEB | ZEB1 and ZEB2 are crucial regulators of EMT during embryonic development and cancer.[[16](#_ENREF_16)] |
| OCT4 | maintaining the pluripotency and self-renewal of stem cells[[17](#_ENREF_17)]  |
| mir-200 | Up-regulated mir-200 and down-regulated mir-145 can increase self-renewal and migration.[[18](#_ENREF_18)] |
| mir-145 |

## Quantification of potential landscape and determination of barrier heights between basins

The 3D histogram of P53, ZEB and OCT4 expression can be constructed using time traces obtained by the simulation of Gillespie Algorithm.And it was also the probability landscape *p* with respect to P53, ZEB and OCT4 expression. The potential landscape U is closely related to the probability landscape by the relationship U = -ln(*p*).

From the quantified potential landscape, we identified seven basins of attractions (the location of the basin is defined as the location of the potential landscape) and the barrier heights between these basins. Here, the barrier heights(for example, from basin A to basin B) are defined as the difference between the potential of basin A and the saddle point value between the two basins. There are many paths from basin A to basin B on the potential landscape. The maximum potential value is the barrier of the corresponding path. The most possible path is correspond to the minimum value of the barrierof all the possible paths, that is the saddle point value of the landscape from basin A to basin B on the potential landscape. Thesaddle point values are found by Genetic Algorithm.The fitness function of Genetic Algorithm is the maximum value of each possible path.The initial path is a random path between the selected starting and ending point. Due to the discontinuous of the point between basins, we get the continuouspotential by linear interpolation. By modifying the parameters according to the Genetic Algorithm, we can get the optimal saddle point value of each transition. The specific process if as follows:

1. Find the center of mass of the basin A and basin B. Take the center of mass position as the starting and ending point of the trial path.
2. The random path generation. Start at the starting point and find a path from basin A to basin B by self-avoiding walk. Find 20 initial paths using the self-avoiding walk.
3. Calculate the fitness value of all the initial path. The fitness value is the maximum value of each possible path. If the path pass through any state other than basin A and basin B, then the fitness value will be multiplied by a large penalty value (for example 100)
4. Generate new path by crossing the two random initial paths.
5. Generate new path by mutation the initial path.
6. Calculate all the fitness value of these new paths and initial paths. Normalize all fitness values as probabilities, and then randomly select 20 paths as the initial paths.
7. Go to step 3 until reach the number of generations. Give the optimal saddle point value of each transition. The saddle point value is the barrier height potential.
8. The barrier height is the difference between the barrier height potential obtained in step (7) and the potential of each state.
9. **Calculation of Residence time and transition number**

From the quantified potential landscape, we identified seven basins of attractions and their location (the location of the basin is defined as the location of the potential landscape). The trajectory of P53, ZEB and OCT4 expression can be obtained by Gillespie Algorithm simulation. The state sequence of the trajectory can be also distinguished by the location of the potential landscape. The residence time is the average transition time from one state to another state. The transition number is the total transition frequency for all simulation trajectories. The probability transition matrix is the normalized transition number for each row. The specific process if as follows:

1. Calculate the state at each point in time along the trajectory.
2. Select two states to calculate, the starting state and the ending state.
3. Go through the entire trajectory; find all the transitions from the starting state to the ending state. The number of transitions found above is the transition number for the starting state and the ending state.
4. For all the transitions found above, count all the duration time of the starting state. The average value of all the duration time is the residence time for the starting state and the ending state.
5. Go to step 2 for another pair of states, until all the state pairs are done.
6. **Calculation of the pathway flux**

The pathway flux is proportional to the state probability in the pathway and the transition rates. The transition probabilities are correlated to the transition rates. Because there are multiple kinetic paths to transition between two states, the transition rate is the apparent value of these paths. To identify transition rates between every two states, we used the master equation approach. The master equation can be written as

(1)

Where Pi, i=1,2,3,4,5,6,7 are the probabilities of states determined by the depth of the basin, respectively. kij,(i, j=1,2,3,4,5,6,7) is the transition rate from Pj to Pi. Due to the probability conservation, k11=-(k21+k31+k41+k51+k61+k71). Similar results can be obtained for the other states:

k22=-(k12+k32+k42+k52+k62+k72)

k33=-(k13+k23+k43+k53+k63+k73)

k44=-(k14+k24+k34+k54+k64+k74)

k55=-(k15+k25+k35+k45+k65+k75)

k66=-(k16+k26+k36+k46+k56+k76)

k77=-(k17+k27+k37+k47+k57+k67)

Then, we can substitute these above formula into the master equation, and get the result of minimum parameters.

Once we know the values of the rate matrix of the master equation and the initial probabilities of each state, the transition probability can be directly quantified. Our goal is to deduce the transfer rate in the master equation from the known transition probability matrix. This process is implemented as follows. Through the numerical solution of the master equation, we can get the probability of unit time, this probability corresponds to an element of the transition probability matrix, for example, when P1=1, and the others are all zero. The calculation of the seven probabilities are the transition probabilities from P1 to Pj (j=1,2,3,4,5,6,7), respectively. Therefore, for given set of the rate parameters, the corresponding transition probability matrix can be obtained by using different initial values (one of state probability is 1, and the others are all zero). In this way, we can establish the connections between the rate matrix in master equation and the transition probability matrix obtained by Gillespie simulation. Using Genetic Algorithm, we can find the optimal parameters of the rate matrix, and we use these rate values to calculate the pathway flux.

1. **Gillespie simulation**

We use Gillespie Algorithm to obtain the stochastic distribution time of protein binding/unbinding. In a bio-chemical system, reactions will happen anytime. So the variations of the system states must be a complex process of dynamics. There are M reactions {R1,R2,...,RM} of the protein regulations. Each reaction Rμ corresponds to a propensity function aμ. aμ(x)dt is defined as: to a given X(t)=x, the probability of Rμ has reacted once within time [t,t+dt). In general, it is hard to describe the propensity function aμ accurately. We can obtain an approximate description: $a\_{μ}\left(x\right)=c\_{μ}\prod\_{k=1}^{N}C\_{x\_{k}}^{m\_{μ\_{k}}}$. $ c\_{μ}\prod\_{k=1}^{N}C\_{x\_{k}}^{m\_{μ\_{k}}}$ is the probability of the molecular Sk will participate in the reaction Rμ. The value of xk represents total number of Sk, and mk represents the number of reactants which participate in the reaction. cμ is the constant of chemical reaction, which can obtain from experiments. Due to intrinsic fluctuations and variations of the protein molecule numbers in the cells, we explore the stochastic dynamics time of each protein binding/unbinding steps and change the protein molecule numbers correspondingly as $c\_{μ}\prod\_{k=1}^{N}C\_{x\_{k}}^{m\_{μ\_{k}}}$.

The probability density function of the system can be described as: $P\left(τ,μ;x\right)=P\_{0}(τ,x)•a\_{μ}(x)dτ$.$ P\_{0}(τ,x)$ represents the probability of a specified system will not react within a time interval (t,t+τ) . $a\_{μ}(x)dτ$represents the probability of reaction Rμ reacted within a time interval (t+τ,t+τ+ dτ).

The main steps of the algorithm are as follows:

1. Initialization: $X\left(0\right)=x\_{0}$, and set the initial time t=0.
2. Calculate the reaction rate $a\_{μ}$=$a\_{μ}\left(x\right)(μ=1,…,M)$， and set $a\_{0}$=$\sum\_{μ=1}^{M}a\_{μ}$.$ a\_{μ} $is the chemical reaction rate of each reaction $R\_{μ}$.
3. Generate random pair (τ,μ), according to the probability density function

P(τ,μ)=$\left\{\begin{array}{c}a\_{μ}e^{-a\_{0}(x)^{τ} }, if 0\leq τ\leq \infty and μ=1,…,M\\0,others\end{array}\right.$

1. Set t=t+τ,update the molecular numbers, according to the reaction$ R\_{μ}$,$ X\_{i}\rightarrow X\_{i}+v\_{μi.}$
2. Return to step 2.

The simulation results will be further validated by the experimental data. If the results are consistent with the experimental data, the model will be successfully constructed. Otherwise, it shows that the model is still deviated from the actual situation and will continue to adjust the model.

1. **The regulation of the three group genes**

*1.Cancer group: the character ‘a’ represents activation, ‘r’ represents repression.*

|  |  |  |  |
| --- | --- | --- | --- |
| P53 | 'MDM2' | a | [[1](#_ENREF_1)] |
|  | 'BRCA1' | r | [[19](#_ENREF_19)] |
|  | 'BRCA2' | r | [[20](#_ENREF_20)] |
|  | 'ERBB2' |  | P53-EGFR-REBB2 |
|  | 'ATR' | a | P53->BRCA1->ATR |
|  | 'E2F1' | r | [[21](#_ENREF_21)] |
|  | 'CDK2' | r | P53-|P21->CDK2 |
|  | 'CHEK1' | r | [[22](#_ENREF_22)] |
|  | 'CHEK2' | r | [[23](#_ENREF_23)] |
|  | 'ATM' | a | [[24](#_ENREF_24)] |
|  | 'AKT1' | r | [[25](#_ENREF_25)] |
|  | 'PTEN' | a | [[26](#_ENREF_26)] |
|  | 'EGFR' | a | [[27](#_ENREF_27)] |
|  | 'NFKB1' | r | [[28](#_ENREF_28)] |
|  | 'NFKB2' | r | [[28](#_ENREF_28)] |
|  | 'BAX' | r | [[29](#_ENREF_29)] |
|  | 'BAD' | a | [[30](#_ENREF_30)] |
|  | 'CDK1' | a | [[31](#_ENREF_31)] |

*2. Stemcell group*

|  |  |  |  |
| --- | --- | --- | --- |
| OCT4 | 'NANOG' | a | [[32](#_ENREF_32)] |
|  | 'SOX2' | a | [[33](#_ENREF_33)] |
|  | 'GATA6' | r | [[34](#_ENREF_34)] |
|  | 'KLF4' | a | [[33](#_ENREF_33)] |
|  | 'GDF3' | a | OCT4-TGFβ-GDF3 |
|  | 'ZIC3' |  | [[35](#_ENREF_35)] |
|  | 'PBX1' | a | OCT4- TGFβ-PBX1 |
|  | 'TDGF1' | a | [[36](#_ENREF_36)] |
|  | 'ZFP42' |  |  [[37](#_ENREF_37)] |
|  | 'FOXD3' | a | [[38](#_ENREF_38)] |

*3. EMT group*

|  |  |  |  |
| --- | --- | --- | --- |
| ZEB | 'HIF1A' | a |  |
|  | 'MIR200A' | r | [[39](#_ENREF_39)] |
|  | 'MIR200B' | r | [[40](#_ENREF_40)] |
|  | 'MIR200C' | r | [[39](#_ENREF_39)] |
|  | 'MIR141' | r | [[40](#_ENREF_40)] |
|  | 'MIR429' |  | ZEB- MIR200A - MIR429 |
|  | 'MIR34C' | r | ZEB- MIR141 – MIR34C |
|  | 'MIR34B' | r | ZEB- MIR141 – MIR34B |
|  | 'BACH1' | a | ZEB- HIF1A - BACH1 |
|  | 'LIN28' |  | ZEB- MIR145 – LIN28 |
|  | 'HGF' |  | ZEB- HIF1A - HGF |
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