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**Supplementary Information**

**Table S1: P-value representing the statistical significance in the composition of SAM interacting and non-interacting residue.**

|  |  |
| --- | --- |
| **Significant** | **Non-Significant** |
| **Residue** | **P-value** | **Residue** | **P-value** |
| C | 0.00 | A | 0.29 |
| D | 0.00 | I | 0.12 |
| E | 0.00 | M | 0.12 |
| F | 0.00 | Q | 0.10 |
| G | 0.00 | S | 0.24 |
| H | 0.01 | T | 0.58 |
| K | 0.00 |  |  |
| L | 0.00 |  |  |
| N | 0.01 |  |  |
| P | 0.00 |  |  |
| R | 0.00 |  |  |
| V | 0.00 |  |  |
| W | 0.00 |  |  |
| Y | 0.00 |  |  |

**Table S2. The performance of different machine learning models developed using amino acid sequence (binary pattern) with window length 5 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 64.98 | 64.31 | 64.65 | 0.29 | 0.70 | 65.54 | 68.65 | 67.10 | 0.34 | 0.72 |
| RF | 65.71 | 61.67 | 63.69 | 0.27 | 0.70 | 66.06 | 63.21 | 64.64 | 0.29 | 0.71 |
| ETree | 63.24 | 60.55 | 61.90 | 0.24 | 0.68 | 67.10 | 62.44 | 64.77 | 0.30 | 0.70 |
| KNN | 64.70 | 59.99 | 62.35 | 0.25 | 0.67 | 63.99 | 64.77 | 64.38 | 0.29 | 0.69 |
| MLP | 61.22 | 63.47 | 62.35 | 0.25 | 0.68 | 65.54 | 62.95 | 64.25 | 0.29 | 0.70 |
| Ridge | 63.41 | 63.08 | 63.24 | 0.26 | 0.69 | 63.73 | 66.32 | 65.03 | 0.30 | 0.71 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S3. The performance of different machine learning models developed using amino acid sequence (binary pattern) with window length 7 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
| **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 68.63 | 65.49 | 67.06 | 0.34 | 0.74 | 68.91 | 68.91 | 68.91 | 0.38 | 0.75 |
| RF | 69.87 | 64.31 | 67.09 | 0.34 | 0.74 | 69.43 | 66.58 | 68.01 | 0.36 | 0.74 |
| ETree | 67.56 | 64.14 | 65.85 | 0.32 | 0.73 | 65.28 | 66.32 | 65.80 | 0.32 | 0.73 |
| KNN | 67.56 | 62.40 | 64.98 | 0.30 | 0.70 | 65.54 | 68.13 | 66.84 | 0.34 | 0.73 |
| MLP | 67.06 | 62.23 | 64.65 | 0.29 | 0.71 | 68.65 | 62.95 | 65.80 | 0.32 | 0.72 |
| Ridge | 64.87 | 65.66 | 65.26 | 0.31 | 0.71 | 66.58 | 66.84 | 66.71 | 0.33 | 0.73 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S4. The performance of different machine learning models developed using amino acid sequence (binary pattern) with window length 9 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 67.34 | 66.39 | 66.86 | 0.34 | 0.73 | 69.43 | 69.43 | 69.43 | 0.39 | 0.75 |
| RF | 72.05 | 65.66 | 68.86 | 0.38 | 0.76 | 69.95 | 68.65 | 69.30 | 0.39 | 0.76 |
| ETree | 69.81 | 65.99 | 67.90 | 0.36 | 0.75 | 66.06 | 67.88 | 66.97 | 0.34 | 0.75 |
| KNN | 71.10 | 61.95 | 66.53 | 0.33 | 0.73 | 66.06 | 66.32 | 66.19 | 0.32 | 0.71 |
| MLP | 66.89 | 65.21 | 66.05 | 0.32 | 0.72 | 70.21 | 64.77 | 67.49 | 0.35 | 0.74 |
| Ridge | 69.30 | 62.18 | 65.74 | 0.32 | 0.72 | 72.54 | 66.06 | 69.30 | 0.39 | 0.75 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S5. The performance of different machine learning models developed using amino acid sequence (binary pattern) with window length 11 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 68.52 | 66.44 | 67.48 | 0.35 | 0.74 | 68.91 | 67.88 | 68.39 | 0.37 | 0.76 |
| RF | 69.19 | 70.26 | 69.73 | 0.39 | 0.77 | 65.03 | 71.76 | 68.39 | 0.37 | 0.76 |
| ETree | 71.55 | 66.95 | 69.25 | 0.39 | 0.76 | 67.88 | 70.21 | 69.04 | 0.38 | 0.76 |
| KNN | 66.55 | 66.61 | 66.58 | 0.33 | 0.73 | 63.21 | 69.69 | 66.45 | 0.33 | 0.73 |
| MLP | 67.90 | 64.09 | 65.99 | 0.32 | 0.72 | 68.91 | 69.69 | 69.30 | 0.39 | 0.76 |
| Ridge | 67.85 | 67.28 | 67.56 | 0.35 | 0.73 | 69.69 | 68.65 | 69.17 | 0.38 | 0.76 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S6. The performance of different machine learning models developed using amino acid sequence (binary pattern) with window length 13 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 68.41 | 67.68 | 68.04 | 0.36 | 0.74 | 69.43 | 69.43 | 69.43 | 0.39 | 0.76 |
| RF | 73.06 | 66.05 | 69.56 | 0.39 | 0.77 | 70.98 | 65.03 | 68.01 | 0.36 | 0.77 |
| ETree | 71.66 | 67.17 | 69.42 | 0.39 | 0.77 | 68.91 | 69.17 | 69.04 | 0.38 | 0.76 |
| KNN | 67.45 | 67.51 | 67.48 | 0.35 | 0.75 | 61.66 | 68.39 | 65.03 | 0.30 | 0.73 |
| MLP | 70.71 | 64.53 | 67.62 | 0.35 | 0.74 | 72.54 | 66.32 | 69.43 | 0.39 | 0.76 |
| Ridge | 67.62 | 67.17 | 67.40 | 0.35 | 0.73 | 69.95 | 68.91 | 69.43 | 0.39 | 0.77 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S7. The performance of different machine learning models developed using amino acid sequence (binary pattern) with window length 15 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 69.53 | 66.89 | 68.21 | 0.36 | 0.74 | 69.17 | 70.73 | 69.95 | 0.40 | 0.77 |
| RF | 69.58 | 70.71 | 70.15 | 0.40 | 0.78 | 66.06 | 72.02 | 69.04 | 0.38 | 0.78 |
| ETree | 72.33 | 68.13 | 70.23 | 0.40 | 0.77 | 69.95 | 68.91 | 69.43 | 0.39 | 0.77 |
| KNN | 69.47 | 65.49 | 67.48 | 0.35 | 0.75 | 63.47 | 69.95 | 66.71 | 0.33 | 0.73 |
| MLP | 67.85 | 66.27 | 67.06 | 0.34 | 0.74 | 71.50 | 72.02 | 71.76 | 0.44 | 0.77 |
| Ridge | 67.62 | 66.95 | 67.28 | 0.35 | 0.73 | 69.69 | 69.69 | 69.69 | 0.39 | 0.77 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S8. The performance of different machine learning models developed using amino acid sequence (binary pattern) with window length 17 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 68.91 | 68.29 | 68.60 | 0.37 | 0.74 | 68.13 | 70.73 | 69.43 | 0.39 | 0.78 |
| RF | 70.37 | 71.10 | 70.74 | 0.41 | 0.78 | 67.36 | 71.50 | 69.43 | 0.39 | 0.78 |
| ETree | 73.34 | 67.40 | 70.37 | 0.41 | 0.78 | 71.24 | 66.84 | 69.04 | 0.38 | 0.77 |
| KNN | 64.53 | 72.84 | 68.69 | 0.38 | 0.75 | 60.62 | 78.24 | 69.43 | 0.39 | 0.74 |
| MLP | 69.92 | 64.59 | 67.26 | 0.35 | 0.74 | 72.28 | 69.43 | 70.85 | 0.42 | 0.78 |
| Ridge | 68.74 | 66.72 | 67.73 | 0.35 | 0.73 | 71.24 | 70.21 | 70.73 | 0.41 | 0.77 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S9. The performance of different machine learning models developed using amino acid sequence (binary pattern) with window length 19 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 69.64 | 66.61 | 68.13 | 0.36 | 0.75 | 70.73 | 70.21 | 70.47 | 0.41 | 0.77 |
| RF | 70.54 | 71.32 | 70.93 | 0.42 | 0.78 | 67.36 | 73.83 | 70.60 | 0.41 | 0.79 |
| ETree | 74.69 | 67.56 | 71.13 | 0.42 | 0.78 | 70.47 | 67.10 | 68.78 | 0.38 | 0.78 |
| KNN | 66.67 | 74.58 | 70.62 | 0.41 | 0.77 | 61.14 | 72.54 | 66.84 | 0.34 | 0.74 |
| MLP | 68.35 | 67.62 | 67.99 | 0.36 | 0.74 | 69.17 | 70.47 | 69.82 | 0.40 | 0.76 |
| Ridge | 68.07 | 66.05 | 67.06 | 0.34 | 0.73 | 70.98 | 70.73 | 70.85 | 0.42 | 0.77 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S10. The performance of different machine learning models developed using amino acid sequence (binary pattern) with window length 21 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 68.74 | 68.35 | 68.35 | 0.37 | 0.75 | 68.91 | 71.76 | 70.34 | 0.41 | 0.77 |
| RF | 70.37 | 71.21 | 70.79 | 0.42 | 0.78 | 67.62 | 74.09 | 70.85 | 0.42 | 0.79 |
| ETree | 73.96 | 67.34 | 70.65 | 0.41 | 0.78 | 70.73 | 67.36 | 69.04 | 0.38 | 0.78 |
| KNN | 69.36 | 66.16 | 67.76 | 0.36 | 0.75 | 64.77 | 69.69 | 67.23 | 0.34 | 0.74 |
| MLP | 70.48 | 64.87 | 67.68 | 0.35 | 0.75 | 70.47 | 71.50 | 70.98 | 0.42 | 0.77 |
| Ridge | 67.79 | 66.67 | 67.23 | 0.34 | 0.73 | 70.21 | 69.95 | 70.08 | 0.40 | 0.76 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S11. The performance of different machine learning models developed using amino acid sequence (binary pattern) with window length 23 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 68.52 | 69.08 | 68.80 | 0.38 | 0.75 | 69.43 | 70.73 | 70.08 | 0.40 | 0.77 |
| RF | 70.76 | 70.99 | 70.88 | 0.42 | 0.78 | 68.39 | 71.76 | 70.08 | 0.40 | 0.79 |
| ETree | 74.19 | 66.44 | 70.31 | 0.41 | 0.78 | 72.28 | 66.58 | 69.43 | 0.39 | 0.78 |
| KNN | 69.30 | 67.79 | 68.55 | 0.37 | 0.76 | 67.88 | 69.43 | 68.85 | 0.37 | 0.75 |
| MLP | 68.80 | 67.90 | 68.35 | 0.37 | 0.75 | 69.43 | 70.47 | 69.95 | 0.40 | 0.76 |
| Ridge | 67.17 | 67.12 | 67.14 | 0.34 | 0.73 | 69.43 | 68.13 | 68.78 | 0.38 | 0.76 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S12. The performance of different machine learning models developed using PSSM profile with window length 5 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 75.42 | 74.30 | 74.86 | 0.50 | 0.83 | 73.88 | 68.91 | 71.37 | 0.43 | 0.79 |
| RF | 78.40 | 77.50 | 77.95 | 0.56 | 0.86 | 74.35 | 76.94 | 75.65 | 0.51 | 0.83 |
| ETree | 79.18 | 75.76 | 77.47 | 0.55 | 0.86 | 73.83 | 76.17 | 75.00 | 0.50 | 0.83 |
| KNN | 76.99 | 71.16 | 74.07 | 0.48 | 0.83 | 69.69 | 72.28 | 70.98 | 0.42 | 0.78 |
| MLP | 72.56 | 72.78 | 72.67 | 0.45 | 0.80 | 69.17 | 67.36 | 68.26 | 0.37 | 0.75 |
| Ridge | 72.90 | 70.43 | 71.66 | 0.43 | 0.79 | 73.58 | 63.73 | 68.65 | 0.37 | 0.75 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S13. The performance of different machine learning models developed using PSSM profile with window length 7 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 78.23 | 78.17 | 78.20 | 0.56 | 0.86 | 74.87 | 74.09 | 74.48 | 0.49 | 0.82 |
| RF | 81.20 | 76.54 | 78.87 | 0.58 | 0.86 | 75.13 | 79.79 | 77.46 | 0.55 | 0.84 |
| ETree | 79.85 | 79.12 | 79.49 | 0.59 | 0.87 | 73.32 | 79.53 | 76.42 | 0.53 | 0.85 |
| KNN | 76.26 | 72.95 | 74.61 | 0.49 | 0.84 | 69.43 | 72.02 | 70.73 | 0.41 | 0.77 |
| MLP | 73.51 | 70.71 | 72.11 | 0.44 | 0.79 | 67.10 | 71.50 | 69.30 | 0.39 | 0.76 |
| Ridge | 75.20 | 73.06 | 74.13 | 0.48 | 0.81 | 73.83 | 67.36 | 70.60 | 0.41 | 0.78 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S14. The performance of different machine learning models developed using PSSM profile with window length 9 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 78.90 | 78.90 | 78.90 | 0.58 | 0.86 | 73.32 | 74.35 | 73.83 | 0.48 | 0.82 |
| RF | 79.85 | 78.06 | 78.96 | 0.58 | 0.87 | 73.83 | 78.24 | 76.04 | 0.52 | 0.85 |
| ETree | 81.48 | 76.49 | 78.98 | 0.58 | 0.87 | 76.68 | 77.46 | 77.07 | 0.54 | 0.85 |
| KNN | 75.48 | 75.08 | 75.28 | 0.51 | 0.84 | 69.17 | 74.35 | 71.76 | 0.44 | 0.78 |
| MLP | 75.36 | 74.13 | 74.75 | 0.49 | 0.82 | 65.03 | 72.80 | 68.91 | 0.38 | 0.77 |
| Ridge | 74.86 | 73.63 | 74.24 | 0.48 | 0.81 | 73.32 | 66.06 | 69.69 | 0.39 | 0.77 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S15. The performance of different machine learning models developed using PSSM profile with window length 11 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 80.02 | 79.07 | 79.55 | 0.59 | 0.87 | 73.58 | 77.72 | 75.65 | 0.51 | 0.83 |
| RF | 79.85 | 78.34 | 79.10 | 0.58 | 0.87 | 73.32 | 79.02 | 76.17 | 0.52 | 0.85 |
| ETree | 81.54 | 76.32 | 78.93 | 0.58 | 0.87 | 75.39 | 78.50 | 76.94 | 0.54 | 0.86 |
| KNN | 73.46 | 80.98 | 77.22 | 0.55 | 0.83 | 66.32 | 82.90 | 74.61 | 0.50 | 0.81 |
| MLP | 75.59 | 75.03 | 75.31 | 0.51 | 0.83 | 73.83 | 69.17 | 71.50 | 0.43 | 0.79 |
| Ridge | 75.20 | 73.96 | 74.58 | 0.49 | 0.82 | 71.76 | 68.39 | 70.08 | 0.40 | 0.78 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S16. The performance of different machine learning models developed using PSSM profile with window length 13 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 80.25 | 78.84 | 79.55 | 0.59 | 0.87 | 75.39 | 76.42 | 75.91 | 0.52 | 0.84 |
| RF | 80.13 | 78.23 | 79.18 | 0.58 | 0.87 | 74.61 | 79.79 | 77.20 | 0.54 | 0.86 |
| ETree | 79.29 | 80.42 | 79.85 | 0.60 | 0.88 | 74.87 | 81.61 | 78.24 | 0.57 | 0.86 |
| KNN | 75.53 | 76.60 | 76.07 | 0.52 | 0.83 | 69.17 | 77.98 | 73.58 | 0.47 | 0.80 |
| MLP | 75.87 | 73.23 | 74.55 | 0.49 | 0.82 | 77.46 | 62.69 | 70.08 | 0.41 | 0.78 |
| Ridge | 74.92 | 74.24 | 74.58 | 0.49 | 0.82 | 70.73 | 69.17 | 69.95 | 0.40 | 0.78 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S17. The performance of different machine learning models developed using PSSM profile with window length 15 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 79.80 | 78.90 | 79.35 | 0.59 | 0.87 | 77.20 | 75.39 | 76.30 | 0.53 | 0.85 |
| RF | 80.75 | 78.73 | 79.74 | 0.59 | 0.87 | 73.83 | 79.79 | 76.81 | 0.54 | 0.86 |
| ETree | 81.59 | 77.10 | 79.35 | 0.59 | 0.88 | 76.68 | 78.24 | 77.46 | 0.55 | 0.86 |
| KNN | 78.68 | 69.42 | 74.05 | 0.48 | 0.83 | 71.24 | 70.98 | 71.11 | 0.42 | 0.81 |
| MLP | 75.81 | 72.84 | 74.33 | 0.49 | 0.83 | 69.69 | 75.13 | 72.41 | 0.45 | 0.80 |
| Ridge | 74.35 | 74.64 | 74.49 | 0.49 | 0.82 | 69.17 | 70.21 | 69.69 | 0.39 | 0.78 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S18. The performance of different machine learning models developed using PSSM profile with window length 17 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 80.36 | 79.07 | 79.71 | 0.59 | 0.87 | 75.65 | 78.76 | 77.20 | 0.54 | 0.85 |
| RF | 80.36 | 78.00 | 79.18 | 0.58 | 0.87 | 73.83 | 78.76 | 76.30 | 0.53 | 0.85 |
| ETree | 79.24 | 81.54 | 80.39 | 0.61 | 0.88 | 72.54 | 81.61 | 77.07 | 0.54 | 0.86 |
| KNN | 74.30 | 73.79 | 74.05 | 0.48 | 0.83 | 69.43 | 76.94 | 73.19 | 0.47 | 0.80 |
| MLP | 75.31 | 74.75 | 75.03 | 0.50 | 0.83 | 71.50 | 76.42 | 73.96 | 0.48 | 0.80 |
| Ridge | 75.14 | 74.19 | 74.66 | 0.49 | 0.82 | 68.39 | 71.76 | 70.08 | 0.40 | 0.78 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S19. The performance of different machine learning models developed using PSSM profile with window length 19 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 80.47 | 79.97 | 80.22 | 0.60 | 0.87 | 75.13 | 78.24 | 76.68 | 0.53 | 0.85 |
| RF | 80.81 | 78.06 | 79.43 | 0.59 | 0.87 | 73.32 | 78.76 | 76.04 | 0.52 | 0.85 |
| ETree | 82.21 | 76.04 | 79.12 | 0.58 | 0.88 | 76.68 | 78.24 | 77.46 | 0.55 | 0.86 |
| KNN | 74.13 | 76.54 | 75.34 | 0.51 | 0.83 | 69.43 | 79.79 | 74.61 | 0.49 | 0.81 |
| MLP | 76.60 | 74.13 | 75.36 | 0.51 | 0.83 | 69.95 | 77.20 | 73.58 | 0.47 | 0.82 |
| Ridge | 75.25 | 74.69 | 74.97 | 0.50 | 0.82 | 69.69 | 71.24 | 70.47 | 0.41 | 0.79 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S20. The performance of different machine learning models developed using PSSM profile with window length 21 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 80.92 | 78.84 | 79.88 | 0.60 | 0.87 | 75.39 | 77.46 | 76.42 | 0.53 | 0.85 |
| RF | 80.81 | 77.89 | 79.35 | 0.59 | 0.87 | 73.83 | 78.50 | 76.17 | 0.52 | 0.86 |
| ETree | 79.85 | 81.59 | 80.72 | 0.61 | 0.88 | 74.87 | 81.87 | 78.37 | 0.57 | 0.86 |
| KNN | 73.12 | 78.96 | 76.04 | 0.52 | 0.83 | 65.54 | 83.94 | 74.74 | 0.50 | 0.81 |
| MLP | 76.43 | 73.96 | 75.20 | 0.50 | 0.84 | 67.62 | 80.05 | 73.83 | 0.48 | 0.82 |
| Ridge | 75.48 | 73.91 | 74.69 | 0.49 | 0.82 | 70.98 | 73.58 | 72.28 | 0.45 | 0.79 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S21. The performance of different machine learning models developed using PSSM profile with window length 23 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 82.32 | 75.53 | 78.93 | 0.58 | 0.87 | 77.98 | 75.39 | 76.68 | 0.53 | 0.85 |
| RF | 80.36 | 77.78 | 79.07 | 0.58 | 0.87 | 75.13 | 76.94 | 76.04 | 0.52 | 0.85 |
| ETree | 79.91 | 81.14 | 80.53 | 0.61 | 0.88 | 73.06 | 81.61 | 77.33 | 0.55 | 0.86 |
| KNN | 77.78 | 71.16 | 74.47 | 0.49 | 0.83 | 68.13 | 74.09 | 71.11 | 0.42 | 0.80 |
| MLP | 75.93 | 74.92 | 75.42 | 0.51 | 0.84 | 74.61 | 77.20 | 75.91 | 0.52 | 0.83 |
| Ridge | 75.03 | 74.13 | 74.58 | 0.49 | 0.82 | 73.32 | 74.61 | 73.96 | 0.48 | 0.80 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S22. The performance of Support Vector classifier model developed using hybrid feature for individual window size on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Pattern Size (Classifier)** | **Training Dataset** | **Validation Dataset** |
| **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| Pat5 | 77.72 | 75.98 | 76.85 | 0.54 | 0.84 | 70.98 | 75.91 | 73.45 | 0.47 | 0.79 |
| Pat7 | 78.79 | 77.78 | 78.28 | 0.57 | 0.86 | 74.09 | 76.17 | 75.13 | 0.50 | 0.82 |
| Pat9 | 80.70 | 78.06 | 79.38 | 0.59 | 0.87 | 76.17 | 75.91 | 76.04 | 0.52 | 0.84 |
| Pat11 | 80.98 | 78.62 | 79.80 | 0.60 | 0.87 | 76.68 | 76.94 | 76.81 | 0.54 | 0.85 |
| Pat13 | 81.82 | 78.00 | 79.91 | 0.60 | 0.88 | 77.20 | 79.02 | 78.11 | 0.56 | 0.86 |
| Pat15 | 81.37 | 80.02 | 80.70 | 0.61 | 0.88 | 77.20 | 78.50 | 77.85 | 0.56 | 0.86 |
| Pat17 | 81.54 | 79.91 | 80.72 | 0.61 | 0.88 | 78.76 | 77.72 | 78.24 | 0.56 | 0.87 |
| Pat19 | 83.50 | 77.67 | 80.58 | 0.61 | 0.89 | 81.09 | 75.91 | 78.50 | 0.57 | 0.87 |
| Pat21 | 83.00 | 76.94 | 79.97 | 0.60 | 0.88 | 79.53 | 76.42 | 77.98 | 0.56 | 0.87 |
| Pat23 | 82.21 | 76.88 | 79.55 | 0.59 | 0.88 | 79.27 | 77.20 | 78.24 | 0.56 | 0.87 |

**Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S23. The performance of different machine learning models developed using hybrid feature (Binary pattern+PSSM profile) with window length 5 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 77.72 | 75.98 | 76.85 | 0.54 | 0.84 | 70.98 | 75.91 | 73.45 | 0.47 | 0.79 |
| RF | 77.89 | 77.83 | 77.86 | 0.56 | 0.86 | 73.58 | 77.46 | 75.52 | 0.51 | 0.83 |
| ETree | 80.64 | 76.09 | 78.37 | 0.57 | 0.86 | 75.13 | 75.39 | 75.26 | 0.51 | 0.84 |
| KNN | 73.79 | 72.45 | 73.12 | 0.46 | 0.82 | 68.39 | 74.35 | 71.37 | 0.43 | 0.80 |
| MLP | 71.66 | 70.59 | 71.13 | 0.42 | 0.78 | 69.95 | 68.91 | 69.43 | 0.39 | 0.76 |
| Ridge | 73.40 | 70.48 | 71.94 | 0.44 | 0.79 | 74.35 | 63.99 | 69.17 | 0.39 | 0.76 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S24. The performance of different machine learning models developed using hybrid feature (Binary pattern+PSSM profile) with window length 7 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 78.79 | 77.78 | 78.28 | 0.57 | 0.86 | 74.09 | 76.17 | 75.13 | 0.50 | 0.82 |
| RF | 80.42 | 77.33 | 78.87 | 0.58 | 0.86 | 75.65 | 78.24 | 76.94 | 0.54 | 0.84 |
| ETree | 79.91 | 78.62 | 79.26 | 0.59 | 0.87 | 73.83 | 79.79 | 76.81 | 0.54 | 0.85 |
| KNN | 74.97 | 77.95 | 76.46 | 0.53 | 0.83 | 67.36 | 78.50 | 72.93 | 0.46 | 0.80 |
| MLP | 75.36 | 72.11 | 73.74 | 0.47 | 0.81 | 62.44 | 80.83 | 71.63 | 0.44 | 0.78 |
| Ridge | 74.52 | 72.90 | 73.71 | 0.47 | 0.81 | 75.39 | 68.39 | 71.89 | 0.44 | 0.78 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S25. The performance of different machine learning models developed using hybrid feature (Binary pattern+PSSM profile) with window length 9 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 80.70 | 78.06 | 79.38 | 0.59 | 0.87 | 76.17 | 75.91 | 76.04 | 0.52 | 0.84 |
| RF | 79.07 | 77.95 | 78.51 | 0.57 | 0.87 | 74.87 | 77.98 | 76.42 | 0.53 | 0.84 |
| ETree | 79.80 | 79.24 | 79.52 | 0.59 | 0.88 | 73.58 | 81.09 | 77.33 | 0.55 | 0.86 |
| KNN | 76.71 | 80.13 | 78.42 | 0.57 | 0.85 | 69.95 | 78.50 | 74.22 | 0.49 | 0.81 |
| MLP | 75.14 | 73.85 | 74.49 | 0.49 | 0.81 | 74.35 | 67.62 | 70.98 | 0.42 | 0.79 |
| Ridge | 74.86 | 73.12 | 73.99 | 0.48 | 0.82 | 74.87 | 67.88 | 71.37 | 0.43 | 0.79 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S26. The performance of different machine learning models developed using hybrid feature (Binary pattern+PSSM profile) with window length 11 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 80.98 | 78.62 | 79.80 | 0.60 | 0.87 | 76.68 | 76.94 | 76.81 | 0.54 | 0.85 |
| RF | 79.63 | 78.00 | 78.82 | 0.58 | 0.87 | 72.80 | 79.79 | 76.30 | 0.53 | 0.85 |
| ETree | 82.49 | 76.37 | 79.43 | 0.59 | 0.88 | 77.72 | 80.05 | 78.89 | 0.58 | 0.87 |
| KNN | 75.59 | 79.69 | 77.64 | 0.55 | 0.84 | 71.76 | 80.31 | 76.04 | 0.52 | 0.83 |
| MLP | 75.08 | 74.41 | 74.75 | 0.49 | 0.82 | 73.58 | 74.87 | 74.22 | 0.48 | 0.81 |
| Ridge | 75.48 | 74.30 | 74.89 | 0.50 | 0.82 | 73.06 | 68.39 | 70.73 | 0.41 | 0.80 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S27. The performance of different machine learning models developed using hybrid feature (Binary pattern+PSSM profile) with window length 13 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 81.82 | 78.00 | 79.91 | 0.60 | 0.88 | 77.20 | 79.02 | 78.11 | 056 | 0.86 |
| RF | 79.97 | 78.23 | 79.10 | 0.58 | 0.87 | 75.39 | 80.31 | 77.85 | 0.56 | 0.85 |
| ETree | 81.82 | 75.65 | 78.73 | 0.58 | 0.88 | 77.46 | 78.50 | 77.98 | 0.56 | 0.86 |
| KNN | 75.65 | 80.86 | 78.25 | 0.57 | 0.85 | 68.39 | 80.05 | 74.22 | 0.49 | 0.81 |
| MLP | 75.36 | 74.30 | 74.83 | 0.50 | 0.83 | 72.28 | 75.65 | 73.96 | 0.48 | 0.81 |
| Ridge | 75.36 | 75.08 | 75.22 | 0.50 | 0.82 | 72.80 | 70.73 | 71.76 | 0.44 | 0.80 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S28. The performance of different machine learning models developed using hybrid feature (Binary pattern+PSSM profile) with window length 15 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 81.37 | 80.02 | 80.70 | 0.61 | 0.88 | 77.20 | 78.50 | 77.85 | 0.56 | 0.86 |
| RF | 79.91 | 79.01 | 79.46 | 0.59 | 0.87 | 73.32 | 79.27 | 76.30 | 0.53 | 0.85 |
| ETree | 79.69 | 80.58 | 80.13 | 0.60 | 0.88 | 73.32 | 82.12 | 77.72 | 0.56 | 0.87 |
| KNN | 76.43 | 76.21 | 76.32 | 0.53 | 0.85 | 70.98 | 78.50 | 74.74 | 0.50 | 0.83 |
| MLP | 75.53 | 73.68 | 74.61 | 0.49 | 0.83 | 70.47 | 76.42 | 73.45 | 0.47 | 0.82 |
| Ridge | 75.25 | 74.13 | 74.69 | 0.49 | 0.82 | 72.02 | 71.24 | 71.63 | 0.43 | 0.81 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S29. The performance of different machine learning models developed using hybrid feature (Binary pattern+PSSM profile) with window length 17 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 81.54 | 79.91 | 80.72 | 0.61 | 0.88 | 78.76 | 77.72 | 78.24 | 0.56 | 0.87 |
| RF | 80.13 | 79.12 | 79.63 | 0.59 | 0.87 | 74.61 | 78.50 | 76.55 | 0.53 | 0.86 |
| ETree | 79.80 | 80.75 | 80.27 | 0.61 | 0.88 | 74.87 | 81.61 | 78.24 | 0.57 | 0.87 |
| KNN | 82.21 | 68.69 | 75.45 | 0.51 | 0.85 | 79.79 | 72.80 | 76.30 | 0.53 | 0.84 |
| MLP | 76.26 | 74.24 | 75.25 | 0.51 | 0.84 | 68.91 | 77.98 | 73.45 | 0.47 | 0.82 |
| Ridge | 75.25 | 75.08 | 75.17 | 0.50 | 0.82 | 70.98 | 72.02 | 71.50 | 0.43 | 0.81 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S30. The performance of different machine learning models developed using hybrid feature (Binary pattern+PSSM profile) with window length 19 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 83.50 | 77.67 | 80.58 | 0.61 | 0.89 | 81.09 | 75.91 | 78.50 | 0.57 | 0.87 |
| RF | 80.70 | 78.73 | 79.71 | 0.59 | 0.87 | 73.83 | 78.24 | 76.04 | 0.52 | 0.86 |
| ETree | 80.08 | 81.09 | 80.58 | 0.61 | 0.88 | 74.35 | 80.31 | 77.33 | 0.55 | 0.86 |
| KNN | 80.75 | 71.94 | 76.35 | 0.53 | 0.85 | 76.94 | 72.54 | 74.74 | 0.50 | 0.84 |
| MLP | 78.11 | 75.20 | 76.66 | 0.53 | 0.84 | 76.17 | 73.06 | 74.61 | 0.49 | 0.82 |
| Ridge | 75.70 | 74.52 | 75.11 | 0.50 | 0.83 | 72.80 | 72.02 | 72.41 | 0.45 | 0.81 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S31. The performance of different machine learning models developed using hybrid feature (Binary pattern+PSSM profile) with window length 21 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 83.00 | 76.94 | 79.97 | 0.60 | 0.88 | 79.53 | 76.42 | 77.98 | 0.56 | 0.87 |
| RF | 80.53 | 77.72 | 79.12 | 0.58 | 0.87 | 75.39 | 77.98 | 76.68 | 0.53 | 0.86 |
| ETree | 80.08 | 80.58 | 80.33 | 0.61 | 0.88 | 75.91 | 81.87 | 78.89 | 0.58 | 0.87 |
| KNN | 79.46 | 72.56 | 76.01 | 0.52 | 0.86 | 73.06 | 75.65 | 74.35 | 0.49 | 0.83 |
| MLP | 75.81 | 75.36 | 75.59 | 0.51 | 0.83 | 70.98 | 77.98 | 74.48 | 0.49 | 0.82 |
| Ridge | 75.98 | 73.79 | 74.89 | 0.50 | 0.82 | 72.02 | 75.13 | 73.58 | 0.47 | 0.81 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Table S32. The performance of different machine learning models developed using hybrid feature (Binary pattern+PSSM profile) with window length 23 on balanced dataset.**

|  |  |  |
| --- | --- | --- |
| **Machine Learning Techniques**  | **Main Dataset** | **Validation Dataset** |
|  | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** | **Sen** | **Spc** | **Acc** | **MCC** | **AUROC** |
| SVC | 82.21 | 76.88 | 79.55 | 0.59 | 0.88 | 79.27 | 77.20 | 78.24 | 0.56 | 0.87 |
| RF | 80.02 | 78.40 | 79.21 | 0.58 | 0.87 | 75.65 | 79.27 | 77.46 | 0.55 | 0.86 |
| ETree | 80.86 | 79.35 | 80.11 | 0.60 | 0.88 | 74.87 | 82.38 | 78.63 | 0.57 | 0.87 |
| KNN | 77.33 | 75.03 | 76.18 | 0.52 | 0.85 | 71.16 | 75.13 | 73.45 | 0.47 | 0.83 |
| MLP | 76.26 | 74.69 | 75.48 | 0.51 | 0.83 | 65.28 | 83.16 | 74.22 | 0.49 | 0.82 |
| Ridge | 75.31 | 73.57 | 74.44 | 0.49 | 0.82 | 73.06 | 75.39 | 74.22 | 0.48 | 0.81 |

**SVC:** Support Vector Classifier, **RF:** Random Forest, **ETree:** ExtraTree, **KNN:** KNearest Neighbors, **MLP:** MultiLayer Perceptron, **Sen:** Sensitivity, **Spc:** Specificity, **Acc:** Accuracy, **MCC:** Matthews Correlation Coefficient, **AUROC:** Area Under the Receiver Operating Characteristic curve.

**Figure S1.** Normalized propensity score of SAM interacting and non-interacting residues.



**Figure S2.** Percent composition of various physiochemical properties of SAM interacting and non-interacting residues.



**Figure S3.** AUROC plots obtained for various window length developed using hybrid feature on balanced dataset for (a) training dataset and (b) validation dataset.

