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Supplementary materials 

Leaky integrate-and-fire neuron. The leaky integrate-and-fire neuron is one of the most widely used 

models in computational neuroscience(Izhikevich, 2004). It can be stimulated either by an external 

current or by synaptic inputs from presynaptic neurons. The leaky integrate-and-fire neuron can be 

described as follows: 
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where u(t) and I(t) represent the membrane potential and driving current of neurons, respectively. R 

represents the resistance coefficient, and τm denotes the change rate of the membrane potential. Vth is 

the threshold of the membrane potential. In the case of the same driving current, increasing the 

resistance coefficient or the change rate can both accelerate changes in the membrane potential. 

Generally, the change rate is considered a constant. The driving current can be described as follows: 
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where O represents the number of synaptic connections, and P the number of spikes transmitted to the 

neuron through the i-th synaptic connection before time t. wi represents the weight of the i-th synaptic 

connection, and tj represents the time of the j-th spike signal arriving at the neuron. τsys is time constant, 

and ρ is gain coefficient of synaptic signals. The default values of the parameters in the leaky integrate-

and-fire neuron model are: R = 1.0×106 Ω, τm = 100 ms, Vth = 85.0 mV, τsys = 20 ms, and ρ = 8.0×10-7, 

respectively. 

 

Spike-timing-dependent plasticity rules. Many experimental and theoretical studies support the 



Hebbian postulate and suggest that changes in synaptic weights depend on the activities of pre- and 

postsynaptic neurons(Sjöström et al., 2008). The spike-timing-dependent plasticity (STDP) rules are 

abstracted from the Hebbian postulate and have been considered the most biologically plausible 

synaptic plasticity rules(Song et al., 2000). The STDP learning rules can be described as follows 

(Morrison et al., 2008): 
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where η is the learning rate, and σ is an asymmetry parameter. τ+ and τ- represent the time constants of 

long-term potentiation and depression, respectively. As defined in Equation (6), Δt = tpost - tpre is the 

temporal difference between the post- and presynaptic spikes. The parameter μ(0 ≤ μ ≤ 1) reflects the 

extent to which synaptic plasticity is affected by the current synaptic strength. A choice of μ = 0 leads 

to additive STDP, and a choice of μ = 1 leads to multiplicative STDP. Here, we chose μ = 1 to ensure 

that the network has better robustness. The default values of the parameters in Equation (11) in this 

paper are: η = 0.001, μ = 1, σ = 1, and τ+ = τ- = 10.0 ms, respectively. 
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